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Abstract— Multi-modal speech and speaker modelling and
recognition are widely accepted as vital aspects of state of the art
human-machine interaction systems. While correlations between
speech and lip motion as well as speech and facial expressions are
widely studied, relatively little work has been done to investigate
the correlations between speech and gesture.
Detection and modelling of head, hand and arm gestures of a
speaker have been studied extensively in [3]-[6] and these gestures
were shown to carry linguistic information [7],[8]. A typical
example is the head gesture while saying ”yes”. In this project,
correlation between gestures and speech is investigated. Speech
features are selected as Mel Frequency Cepstrum Coefficients
(MFCC). Gesture features are composed of positions of hand,
elbow and global motion parameters calculated across the head
region. In this sense, prior to the detection of gestures, discrete
symbol sets for gesture is determined manually and for each
symbol, based on the calculated features, model is generated.
Using these models for symbol sets, sequence of gesture features
is clustered and probable gestures is detected. The correlation
between gestures and speech is modelled by examining the co-
occurring speech and gesture patterns. This correlation is used to
fuse gesture and speech modalities for edutainment applications
(i.e. video games, 3-D animations) where natural gestures of
talking avatars is animated from speech.

Index Terms— Gesture Recognition, Keyword Spotting, Audio-
Visual Correlation Analysis, Prosody Analysis, Gesture Synthesis.

I. I NTRODUCTION

The role of vision in human speech perception and process-
ing is multi-faceted. The complementary nature of the in-
formation provided by the combinations of visual speech
gestures used in phoneme production (such as lip and tongue
movements) has been well researched and shown to be instinc-
tively combined by listeners with acoustic and phonological
information to correctly identify what is being said. Visual
information can also provide listeners with certain aspects of
paralinguistic knowledge about a speaker, helping them to be
located in space, as well as supplying information regarding
their age, gender and emotional intent.

The project detailed in this report, seeks to perform a
preliminary exploration of potential correlations between non-
facial gestures and speech, with the goal of providing natural
gesture patterns for the task of artificial gesture synthesis.
The project consists of a number of inter-connected modules,
sketched below:
• Audio-Visual Analysis: A fine-grained examination of

the audio-visual data is carried out, seeking to identify
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salient gesture patterns and relevant speech phenomena
for potential correlation;

• Preparation of Training Data: Careful selection and prepa-
ration of samples of gestures and keywords for training
automatic speech and gesture detectors;

• Head and Hand Tracking;
• Keyword Spotting;
• Gesture Recognition;
• Gesture Synthesis and Animation;

II. M OTIVATIONS AND INITIAL OBSERVATIONS

A primary motivation of the work presented here was to
identify natural classes of gestures that conveyed real linguistic
meaning, that is, to identify gestures or groups of gestural
patterns that could be clearly correlated with information
conveyed in the speech signal. Once identified, these classes
would be used to synthesize ”natural” gesture patterns using an
animated stick figure, given an input speech signal. The work
detailed below is intended to be a preliminary investigation and
so is restricted to analyzing gestures in a limited but gesture-
rich task. An audio-visual database was prepared, comprising
25 minutes of video data. A single native speaker of Canadian
English was recorded, providing directions to a number of
known destinations in response to questions given off camera.

An initial informal analysis was carried out, in order to
ascertain potential lexical candidates that had recurring pat-
terns of significant gestures. This involved close viewing of
the video data by two investigators with experience of ges-
ture identification and speech annotation. Initial observation
highlighted three candidates, ”left”, ”right”, and ”straight”,
for further study. The three lexical items were chosen as
they showed a high co-occurrence with periods of significant
manual gestural activity. Furthermore, they had a high dis-
tribution throughout the database indicating a potentially rich
source of data for analysis. It was informally noted that 28
instances of the candidate ”left”, appeared to be accompanied
by some sort of gesture. Similarly 31 occurrences of ”right”
had accompanying gestures, while ”straight” had associated
gestures 32 times throughout the database. Other candidate
words included ”across”, ”no”, and ”down”, but these were
dismissed as having too few gesture-marked occurrences (8,
8, and 6 respectively).

III. D ATABASE AND TOOLS

For the database we used a 25 minute video recording
of the experiment in which a subject is asked to provide
another person with directions from one location to another.
The speaker is a native speaker of Canadian English and is
familiar with all the locations asked.



Fig. 1. Examples of ”Straight” and ”Left” Gestures

A. Gesture Analysis

The video was viewed in Virtual Dub 1.6.9 which allowed
the normal speed playback accompanied by sound, as well
as stepping frame by frame at a rate 25 fps. Based on initial
observation of directional words and gestures that were salient
in the video, the following hand gestures were manually
labelled:

• right and left gestures - the right or left hand turns to
make a90◦ angle with the arm, pointing to the right for
right gesture, or to the left for left gesture;

• straight - the subject starts with her hands in parallel,
palms facing each other, fingers directed up, and moves
the hands away from the body by extending her elbows.
The finishing position is with hands parallel, palms facing
each other, fingers pointing away from the subject’s body.

For each gesture identified as a right, left, or straight gesture,
we noted the frame numbers corresponding to the initial and
the final hand positions of the gesture movement. If the
subject’s hands stayed in the final hand position for several
frames without movement, only the first frame was noted and
recorded as the end of the gesture.

Ten examples of each gesture were snipped from the video
in order to serve as training data for the gesture recognizer.
Six minutes of the video were labelled for the right, left,
and straight gestures without sound and used for analysis of
correlation with speech which will be explained later.

Head gestures were examined and seemed to correlate with
prominences in speech. Since evidence for correlation between
sharp head movements and prosodic events in speech has been
presented in gesture literature previously [2], we have decided
to narrow down our investigation of head gestures to nods
and head tilts. These gestures were manually labelled without
listening to the audio and following the criteria:

• nod - the head comes down with chin closer to the body
and sharply comes back up;

• tilt - the head rotates right or left45◦ from its natural
vertical position.

Again, ten examples of each gesture were saved as clips
and served as training data for the gesture recognizer. Two
minutes of the video were labelled for the nods and tilts for
analysis of correlation with speech prominences.

B. Speech Analysis

The speech was investigated using the 25 minute .wav
file corresponding to the video. The phonetics annotation
toolkit Praat 4.3.19 was used to view the waveform, pitch,

Fig. 2. Examples of ”Nod” and ”Tilt” Gestures

spectrogram, and intensity of the sound. All 25 minutes were
manually transcribed for words ”right,” ”left,” and ”straight”
using spectrogram and waveform to identify precisely begin-
nings and ends of these words. In the 25 minutes the word
”left” was said 28 times, the word ”right” - 29 times, ”straight”
- 46, giving us a database of 103 keywords.

As we have previously mentioned, while a potential corre-
lation between head gestures and certain lexical items may
exist, (nods linked with words pertaining to agreement or
assertion, tilts with words associated with hesitation), initial
informal analysis, driven in part by previous research outlined
in the literature [1], implied a strong correlation between head
gestures and prosodic events known as pitch accents. The
Tone and Break Indices (ToBI) prosody labelling convention
was chosen to mark prominences in speech [19]. In order to
establish an initial working hypothesis, an experienced ToBI
labeller marked 2 minutes of speech for pitch accents and
phrase boundaries. This two-minute section of the sound file
corresponded to the video segment previously labelled for
head gestures. Our labels deviated from the ToBI notational
convention in that the pitch accents were marked as intervals
spanning the whole accented syllable, rather than single point
events. Within the 2 minute segment, there were 122 identified
pitch accents.

IV. CORRELATION ANALYSIS

After some manual labels have been provided for speech and
gesture events, several correlation analysis were conducted in
order to provide justification for two hypotheses:

• directional hand gestures are closely correlated with the
identified lexical candidate tokens, such as ”left”, ”right”
and ”straight”;

• sharp head movements, such as nods and tilts, are closely
correlated with speech prominences marked as pitch
accents.

In this section we will describe the correlation analysis pro-
cedure and results for both of these two hypotheses.

A. Directional Hand Gestures

Within the six minute video fragment labelled for direc-
tional hand gestures and speech keywords as described in the
Database section, 23 gestures were manually identified and
fell into categories summarized in numbers below as well as
in the Figure 3 with percentages. Of the 23 gestures, 15 were
direct matches with the candidate words ”left”, ”right”, and
”straight”, meaning that there was some degree of temporal
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overlap between the gestures and corresponding keywords.
A further 3 gestures were deemed to be ”close”, being in
the judgement of the labeller associated with one of the
candidates, but with the phase of the gesture narrowly falling
outside of the duration of the word (2 were off by one frame,
the third missed by 360 ms). Of the remaining 5 gestures, 3
were wrongly identified as being related and 2 were designated
as ”confused”, meaning that speaker has correctly used the
gesture to indicate going left, right or straight, but that the
phase of the gesture overlaps with another candidate word,
usually being used in a different context. For example, the
phrase: ”Take a left and gostraight down that street” had two
accompanying left hand gestures. The first overlapped with the
keyword ”left” and was deemed a match, the second with the
keyword ”straight” and was marked as ”confused”.

B. Head Gestures

The two-minute sample file labelled for prosody and sharp
head movements was found to contain 122 pitch accents and
81 head gestures 66 nods and 15 tilts. Of the 122 pitch
accents, 79 or64.75% overlapped with a head gesture, either a
nod or a tilt. It is worth noting, that from the 43 pitch accents
that did not overlap with a head gesture, 23 or53.5% were
phrase initial accents, which are known to be problematic in
prosody labelling (see Figure 4. Often phrase initial stressed
syllables are misidentified as pitch accents due to the fact that
both pitch accents and phrase initial syllables are accompanied
by tense voice quality [20].

If we disregard the 23 phrase initial syllables that were
labelled as accents, only 20 of the 100 pitch accents identified
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Fig. 5. Head Gesture and Accent Correlation Graph

did not overlap with a sharp head movement, that is80% of
remaining accents co-occurred with a head gesture.

The 79 accents that overlapped with a nod or a tilt were
also examined for temporal correlation with the relevant head
gesture. Time-stamp labels of the accented syllable were
compared to the start and end time-stamps of the overlapping
gesture using the statistical test of Pearson’s correlation ran
in Matlab. The correlation test produced Pearson’s correlation
coefficient r=0.994, which implies almost perfect correlation.
The corresponding correlation plot can be seen in figure 5.

V. RECOGNITION OFAUDITORY EVENTS

The ultimate aim of the recognition process described in the
following section is to automatically detect selected auditory
events, namely the keywords, ”left”, ”right”, and ”straight”, as
well as pitch accents. Detected instances of the chosen events
will act as cues to animate the stick figure with correlated
gestures.

A. Manual Labelling

In order to supply high-quality training data for the au-
tomatic keyword detector (Section V-B.1), the labels of the
three keywords for a 20 minute portion of the sound file were
used. Since a silence detector was also being trained, a number
of examples of silence were also identified and labelled. All
remaining non-keyword and non-silence portions of the 20
minute segment were presumed to be ”garbage”.

B. Automatic Labelling

Unlike in the keyword spotting procedure, the manual
prosodic labels for the two-minute segment in the database
were not intended to act as a training set for an automatic
detector. Instead, they served as a ”gold-standard” against
which we could measure the effectiveness and accuracy of
our automatic pitch accent detection strategies.



Fig. 6. Obtaining acoustic deviation function for a keyword

1) Keyword Spotting: The part of research during the
project was connected with realization of special speech
recognition system (keyword spotting system) for finding in
unknown speech the words which describe the direction: left,
right and straight. In our case it should be speaker-dependent
because we have only one voice. Such system can be based
on known techniques for speech recognition: dynamic time
warping or statistical modelling.

a) Dynamic time warping based keyword spotting sys-
tem: Dynamic time warping method is the approach, which
allows finding an optimal match between two given sequences
(e.g. time series). The dynamic programming algorithm is
usually used for searching the optimal match. This method
was firstly applied for automatic speech recognition in the
60’s for isolated word recognition. Among the advantages of
this method the following can be selected: easy realization, the
stage of training of acoustical models is not required as well as
any necessity to prepare the training speech data. During the
eNTERFACE’05 workshop the original method for keyword
spotting was realized using C++. This method uses analysis
in sliding window for comparison of keyword template with
fragment of speech with calculation of acoustic deviation
function along the speech utterance for each keyword [10]. The
keyword template is the most typical pronunciation of keyword
by the speaker. Also several pronunciations of each keyword
can be used for analysis of the speech. The input signal
from wave file enters into the module of parametrical speech
presentation. In this module the sequence of digital samples
is divided into speech segments. And a vector of parameters
is calculated for each such segment. For parametrical repre-
sentation we used the Mel Frequency Cepstral Coefficients
(MFCC). The calculation of speech parameters is fulfilled
by the parametrization module HCopy included in Hidden
Markov Toolkit (HTK). Then the each parameterized keyword
template (”LEFT”, ”RIGHT”, ”STRAIGHT”) is shifted (slide)
along the speech signal with some step and keyword template
is compared with fragment of speech of the same length
by dynamic programming (DP) method with calculation of
deviation estimation between template and speech fragment
in sliding window. Figure 6 shows the process of sliding DP-
analysis. The word template slides along input signal with
slide step and the DP-deviation between the template and
signal part is calculated for every step forming the discrete
deviation function. The smaller DP-deviation between the
keyword template and signal part the more probability of this
keyword appearance. At that the sliding step from 1 segment
of speech till several speech segments can be applied. To select
hypothesis of keywords in three streams of deviation functions
(Figure 7) we use the thresholds which depend on the length

Fig. 7. Sliding analysis in the system

Recognized keywords Missed words False alarms
33 2 22

TABLE I

KEYWORD SPOTTING PERFORMANCEUSING SLIDING ANALYSIS

of each template. Changing the thresholds we can manage the
performance of the system and find some balance between
word detection accuracy and number of false alarms made by
the system. On the output of sliding analysis algorithm we
combine the outputs of each stream and form the time-stamps
for keywords in analyzable speech. For testing the system we
used speech of one speaker with duration 330 seconds (5,5
minutes). In this speech there exist 35 keywords and this
fragment contains about 600-700 continuously pronounced
words. This fragment also was manually labelled, but it is
required only for evaluation of the results of the system. The
results of usage of this method are presented in Table I.

We used three criteria for evaluating the system: amount
of properly recognized keywords in test speech, amount of
missed keywords in test speech and amount of false alarms
at analysis of speech. Thus the method showed 94,3%(33 of
35) in accuracy of keyword spotting and the same time gives
about 3,6% (22 of 600) false alarms during analysis the speech.
These results are not well enough but taking into account that
the method does not require the construction and training of
the models of words it can be used in some application areas
for keyword spotting task.

b) Hidden Markov Model based keyword spotting system:
At present the Hidden Markov Models (HMM) are most popu-
lar technology for statistical speech modelling and processing
for diverse domains (not only for speech processing). It is
difficult to realize effective system for statistical modelling
using HMM is short time and therefore we used free available
toolkit for training the HMMs. As the base technology for
development of keyword spotter we have chosen the Hidden
Markov Toolkit (HTK) developed in Cambridge University
Engineering Department. HTK is free available toolkit which
can be downloaded in Internet [11] and source code in C is
available. Among the advantages of HTK the following should
be noted:

• World recognized state-of-the-art speech recognition sys-
tem
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• Support a variety of different input audio file formats
• Support different feature sets
• Support almost all common speech recognition technolo-

gies.
The modelling of speech by HMM includes two stages

(Figure 8):
1) Training the HMM using the database of training speech

which was manually labelled
2) Testing this system by test speech.

The stage of models training includes the following steps:
• Definition of dictionary (lexicon of the task)
• Definition of task grammar - Preparing training speech

data
• Coding the speech data (feature extraction)
• Definition of topology of HMMs (prototypes)
• Creating initial HMM models
• Re-estimation of HMMs parameters using speech data
• Mixture Splitting
At first the grammar for speech recognition should be de-

fined. We used HMM for three keywords: ”LEFT”, ”RIGHT”
and ”STRAIGHT” as well as defined the models for ”SI-
LENCE” (it is signal without any speech but with background
noise only) and for ”GARBAGE” (it is any other speech).
This approach is similar to the approach described in [10].
The grammar for our task is shown on the Figure 9.

20 minutes of manually labelled speech was used for
training the keyword spotting. Each keyword was pronounced

in training speech at least 30 times. The labels ”left”, ”right”,
”straight” and ”silence” with corresponding time of beginning
and time of ending were set during manual analysis of training
speech. The labelling was made using software Praat 4.3
but the output format of Praat with labels was not suitable
directly for HTK processing because Praat uses the time-
stamps in seconds but HTK requires timestamps in 100 ns
items. The special software was developed during the project
for converting labelling data from the Praat format into HTK
format. The feature extraction was performed using HTK con-
figured to automatically convert input Wav files into vectors of
parameters. As set of features we used Mel Frequency Cepstral
Coefficients + delta coefficients + acceleration coefficients.
Each feature vector includes 39 components: MFCC - 13,
delta coefficients - 13, acceleration coefficients - 13. The next
step in training stage was the definition of prototypes for
HMMs. The parameters of prototype are not important, its
purpose is to define the model topology. We used the left-
right HMM with continuous observation densities in HMM.
The number of states for each keyword depended on the
number of real phonemes in each word. Thus for ”LEFT”
and ”RIGHT” we used 14 states and for ”STRAIGHT” - 20
states. This amount is calculated as number of phonemes in
pronunciation of keyword multiplied by 3 and plus 2 states
intended for concatenation of models. The prototypes for
”SILENCE” and ”GARBAGE” include 5 states each. Then the
initial HMM models were created using the training speech
and labels manually made in this speech. The re-estimation
of parameters was performed using standard Baum-Welch
algorithm for continuous density HMMs. After this step we
obtained the trained HMMs for all words in our task. For
recognition and testing the system we used 5,5 minutes of
other speech of the same speaker. The recognition is performed
by the Viterbi algorithm, the usage of N-best list on the
output of the algorithm in this task is not possible. Thus we
analyzed only an optimal hypothesis of speech recognition.
According to the first experiments keyword spotter was able
to find almost all keywords in test speech, but it gave many
false alarms (above 30%). To decrease the number of false
alarms we tried to apply the threshold for acoustical estimates
but it did not give the acceptable results. The best results of
system performance were obtained using mixture splitting and
applying the multi Gaussian HMMs. In HTK the conversion
from single Gaussian HMMs to multiple mixture component
HMMs is usually one of the final steps in building a system. It
allows creating more precise models for available training data.
The number of mixture components in HMMs is repeatedly
increased until achievement of the desired level of performance
(keyword spotting accuracy and amount of false alarms).

The Figure 10 shows the dependence of keyword spotting
accuracy and inverse rate of false alarms (100% - % of false
alarms in speech). In can be seen that increasing the number
of Mixtures of Gaussians we decrease the number of false
alarms, because we tune our models better to the available
training data and create more precise HMMs. But after some
point the keyword spotting accuracy are decreased. It can be
explained by amount of available pronunciations of keywords
in training speech. Of course using other set of training speech



2 4 6 8 10 12 14 16 18 20
60

70

80

90

100

110

120

Mixtures of Gaussians in HMMs

%
Keyword Spotting Accuracy
Inversed False Alarm Rate

Fig. 10. Dependence of keyword spotting accuracy and inversed false alarm
rate from the number of mixtures of Gaussian distribution in HMMs

Recognized keywords Missed words False alarms
33 2 10

TABLE II

KEYWORD SPOTTING PERFORMANCEUSING HIDDEN MARKOV MODELS

these results will be changed.
Thus the best results on system performance were achieved

by using 10-15 Gaussian mixtures in models. Table II shows
the best results of keyword spotting by Hidden Markov Models
based approach where the balance between keyword spotting
accuracy and false alarm rate was found.

These results mean that we have 94,3% (33 of 35) in
accuracy of keyword spotting and 1,6% (10 of 600) false
alarms during analysis the test speech. These false alarms
can be partly explained by specificity of pronunciation of the
speaker. For instance sometimes in continuous real speech
she pronounced the keyword ”STRAIGHT” as ”s t r i t”
that is the same pronunciation as for the out-of-vocabulary
word ”STREET” or in her speech the keyword ”RIGHT” was
pronounced like ”r e i”. Thus after comparison of the Table I
and Table II we have chosen the second version of keyword
spotter based on Hidden Markov Models for the joint multi-
modal system in the project. The methods showed almost the
same keyword spotting accuracy but the second approach was
better in such criterion as false alarm rate.

2) Prosodic Event Spotting:Motivated from the correla-
tion between accents and head movements, we propose an
automatic methodology to extract accents from the speech
signal. Proposed methodology uses pitch contour and intensity
values as features. Pitch contour and intensity values have
a frame rate of 100 samples per second. Pitch contour is
extracted from the speech signal using autocorrelation method
described in [9]. In order to extract intensity values of speech
signal, the values in the sound are first squared, then convolved
with a Kaiser-20 window with side-lobes below -190 dB. The
effective duration of this analysis window is3.2/(100Hz),
where 100Hz is selected as minimum pitch frequency. The
duration of analysis window should guarantee that a periodic

Recognized Accents Missed Accents False Alarms
68% 32% 25%

TABLE III

ACCENT DETECTION PERFORMANCE

signal is analyzed with a pitch-synchronous intensity ripple
not greater than our 4-byte floating-point precision.

Algorithm first detects high intensity speech regions which
are above the thresholdts = 48dB. Median filter is used
to smooth out small peaks from detected speech regions.
Connected component analysis is applied to output of median
filter in order to extract significantly long accent candidate
regions. For each accent candidate regions, related pitch
frequency sequence is investigated to eliminate non-accent
regions. Number of peaks in the pitch contour for non-accent
regions are usually few (0-2) or many (8-15). Therefore, the
accent candidate regions that contain few or many peaks
are eliminated and remaining regions are selected as accent
regions.

The performance of proposed accent detector is determined
using first 2 minutes of the database. Accent detector detected
85 accents out of 125 and the number of false alarms are 32.
Performance rates of the accent detector can be seen in Table
III.

VI. RECOGNITION OFGESTURAL EVENTS

In this section we present a framework for gestural event
detection. Proposed framework can be divided into three tasks:

1) Manual Labelling of Gestures
2) Automatic Recognition of Head Gestures
3) Automatic Recognition of Hand Gestures

In the recognition phase, HMM based gesture recognizer is
used and the HMM for each gestural event is trained using
the manually labelled gestures.

A. Manual Labelling of Gestures

In order to train the automatic gesture detector and hand
motion modeler, proper 10 examples for each gesture are la-
belled manually. Since all of the gestures are not well prepared
gestures, elimination of non proper gestures is necessary.

B. Automatic Recognition of Head Gestures

In this section we present a methodology for head gesture
recognition. Proposed methodology consists of three main
tasks which are tracking of head region, extraction of head ges-
ture features and recognition of head gestures based on Hidden
Markov Models (HMM). Optical flow vectors calculated on
head region are used to estimate new head position. New
estimate of head region is corrected using skin color informa-
tion. Head gesture features are extracted by fitting global head
motion parameters to optical flow vectors. HMM is applied for
recognition of gestures given the gesture features.



Fig. 11. Initial Head Region

1) Initialization of Head Tracker:Consider the first frame
of the frame sequences. Since we do not have any prior
knowledge about the initial position of head in the image, one
should exhaustively search for face in the initial frame. For
this purpose, boosted Haar based cascade classifier structure
is used. Proposed object detector has been initially proposed
by Viola [13] and improved by Lienhart [14]. The classifier
is trained with positive and negative examples which are a
few hundreds of sample views of face with sizeMxN and
arbitrary images of the same size respectively.

Classifier consists of several simpler classifiers (stages)
that are applied subsequently to a region of interest until
at some stage the candidate is rejected or all the stages are
passed. Classifiers at every stage of the cascade are complex
themselves and they are built out of basic classifiers using
one of four different boosting techniques which are Discrete
Adaboost, Real Adaboost, Gentle Adaboost and Logitboost.

Trained classifier can be applied to a test image of the same
size to determine whether applied image shows training object
or not. One can find training objects of the same size on
a whole image by running classifier on overlapping search
windows across the image. In order to find same object with
different sizes in other words to make classifier scale invariant,
whole image can be scanned with different sized classifiers.
Note that, once the classifier is trained using a specific sized
object, the size of classifier is easily resized without training
an another classifier with different sized objects. Sample initial
head position found by boosted Haar based cascade classifier
can be seen in Figure 11.

2) Extraction of Skin Blobs:Skin blobs are extracted using
color information. Here we assumed that distribution of Cr
and Cb channel intensity values which belong to skin regions
is normal. Thus the discrimination function can be defined
as Mahalonobis distance from sample pointx to (µt,Σt).
Where x is vector containing Cr and Cb channel intensity
values[xCr, xCb]T andµt andΣt are the mean and variance of
training skin regions respectively. Sample skin blob extracted
can be seen as white ares in Figure 12.

3) Fitting Ellipsoid to Skin Blob Boundaries:Suppose there
are m points on the contour of a skin blob. LetB =
[x1,x2, . . . ,xm] wherexi = [x1,i, x2,i]T . Then center of the
ellipsoid is given byµe = E{B}. Principal axis and length of
each principle axis will be the eigenvector and square root of
eigenvalues ofBBT respectively. Ellipsoid fitted to skin blob

Fig. 12. Skin Region and Fitted Ellipsoid

can be seen in Figure 12.
4) Optical Flow Observations:Optical flow vectors will

be calculated on the initial head region which was obtained in
the previous step. Most trackablen points are selected on the
initial head region by considering cornerness measure. Optical
flow vectors are calculated on thesen points which have the
highest cornerness measure. Cornerness measureρ can be
defined as the minimum eigenvalue of covariance matrix of
derivative image over the neighborhoodS.

M =

[ ∑
S

(
∂I(x1,x2)

∂x1

)2 ∑
S

∂I(x1,x1)
∂x2

∂I(x1,x2)
∂x2∑

S

∂I(x1,x1)
∂x2

∂I(x1,x2)
∂x2

∑
S

(
∂I(x1,x2)

∂x2

)2

]
(1)

ρ = min(eigval(cov(M))) (2)

Hierarchical Lukas-Kanade technique is applied to find mo-
tion vectors onn points. Implementation and technical details
of algorithm can be found on [15].

5) Estimation of Head Position:Once the optical flow
vectors are obtained onn points global motion parameters
are fitted ton optical flow vectors calculated atn points.
Estimation of global head motion parameters are given in
Section VI-B.6. Center of search window is warped using
global head motion parameters. Where warped search window
will be the estimated position of head region in the next frame.

6) Head Motion Feature Extraction:Let optical flow vec-
tors calculated atn points [x1,x2, . . . ,xn] are represented
with di = [d1,i, d2,i]T wherexi = [x1,i, x2,i]T . Global motion
parameters[a1, a2, . . . , a8] should satisfy the equation:

X =




1 x11 x21 0 0 0 −x2
11 −x11x21

0 0 0 1 x11 x21 −x11x21 −x2
21
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...

1 x1n x2n 0 0 0 −x2
1n −x1nx2n

0 0 0 1 x1n x2n −x1nx2n −x2
2n




(3)

a =




a1

a2

...
a7

a8




and d =




d1,1

d2,1

...
d1,n

d2,n




(4)

Xa = d (5)

SinceX is tall system is overdetermined. Therefore one can
find the solution using least squares and the least squares
solution is given by:

ã = (XT X)−1XT d. (6)



  

Note that, origin is selected as image center because the matrix
(XT X) is rank deficient if we select image origin as upper
left corner. Note also that the more region of interest is far
away from origin, the more the condition number is.

7) Head Gesture Recognition and Gesture Spotting:During
the initial observation of the database, two head gestures (down
andtilt) are identified as correlated with the pitch accents. The
purpose of head gesture recognition in this project is to auto-
matically detect the head gestures in the whole video. Since the
number of head gestures are high and manual detection for the
whole video is hard and time consuming, automatic detection
is preferred. The automatically detected head gestures are used
in the gesture-speech correlation analysis. The whole training
set for the head gestures is formed from the first 20 minutes of
the 25 minute video by manually snipping 14 down gestures
and 16 tilt gestures. The features used in the training set are the
2D coordinates of the center of the head and 8 global motion
parameters, extracted using optical flow vectors for each frame
of the gesture sequence.

We have trained a left-to-right Hidden Markov Model for
each gesture and applied an isolated gesture recognition. For
measuring the performance, we used only 10 down gestures
and 11 tilt gestures and reserved 4 down gestures and 5 tilt
gestures for testing. For a given hand trajectory, each gesture
model is tested and the one with the maximum likelihood is
selected. The average recognition accuracy is given in Table
IV. Results are given for HMMs with 5 states and with 5
mixtures of Gaussian.

Gesture Accuracy on Training Set Accuracy on Test Set
down 0.883 0.875
tilt 1 1

TABLE IV

ISOLATED HEAD GESTURERECOGNITION PERFORMANCE

To automatically detect the gestures in a video stream, a
gesture spotting methodology must be used. In speech, for
keyword spotting, a garbage model is formed as well as the
keyword models. The garbage model for speech can be trained
with clearly defined non-keywords. However, in gesture spot-
ting, it is not clear what a non-gesture is. To overcome this
problem, Lee and Kim [17] proposed a threshold model that
utilizes the internal segmentation property of the HMM. For
gesture spotting, we have used the approach of threshold
model of Lee and Kim. The threshold model is formed by
using the states of the gesture models. All outgoing transitions
of states are removed and all the states are fully connected
such that in the new model, each state can reach all other
states in a single transition. Prior probabilities, observation
probabilities and self-transition probabilities of each state
remain the same, and probabilities of outgoing transitions are
equally re-assigned. For a particular sequence to be recognized
as a gesture, its likelihood should exceed that of the other
gesture models and the threshold model.

Once the threshold model is formed, gesture spotting can
be performed. When continuous stream is given as input, we
start with the first frame and increase the sequence length

until we identified the sequence as a gesture. After a gesture
is identified, spotting continues with the next frame after the
end of the gesture. To speed up the process, minimum and
maximum lengths for a gesture can be used.

We applied gesture spotting on the 2 minute data. Figure
13 shows the correlation between head gestures and accents
in speech. Also the overlap between the manually labelled
and automatically spotted head gestures can be seen. When
compared to manual labelling, automatic spotting findsdown
gestures more frequently andtilt gestures less frequently.

Fig. 13. Correlation between accents and head gestures. Accents are manually
labelled. Gestures are both manually labelled and automatically spotted

C. Automatic Recognition of Hand Gestures

In this section we present a framework for hand gesture
recognition. Proposed framework consists of three main tasks
which are tracking of hand region, extraction of head gesture
features and recognition of head gestures based on Hidden
Markov Models (HMM). Center of mass position and velocity
of each hand is tracked and smoothed using two different filters
which are Kalman and Particle Filter. Smoothed position and
velocity of center of mass is defined as hand gesture features.
HMM is applied for recognition of gestures given the gesture
features.

1) Initialization of Hand Tracker:In order to extract initial
position of hand regions one should exhaustively search for
hand in the initial frame. We propose two methods for deter-
mination of hand regions in the initial frames.
First methodology is based on skin color information. Given
an initial frame, skin colored regions are extracted using the
methodology described in Section VI-B.2. However, in this
case, unlike the head region correction algorithm, region of in-
terest is selected as whole image. Thus the skin regions coming
from head are also marked as candidate hand regions. After
obtaining all hand region candidates, connected component
analysis is applied to determine connected regions in the set
of hand region candidate pixels. The connected components
that are larger than or smaller than thresholdsth and ts are
discarded. In our experimentsthigh and tlow are selected as
100 and 300 pixels. Remaining skin colors are detected as hand
region using a semi-automatic method in which software asks
user for verification of hand regions.
Second methodology is based on boosted Haar based cascade
classifiers. In addition to face detection task VI-B.1 Boosted
Haar based cascade classifiers can also be applied to detect
hand regions. However, unlike face detection, there is no
common classifier structure for hand detection task. Therefore,
hand detector classifier is trained using 240 sample hand



Fig. 14. Initial Hand Regions

regions which are selected from ”our database”. Recognition
performance of Haar based classifier is high however false
alarm rate is not as good as Haar based classifier for faces.
As an expected result, there is a tradeoff between recognition
performance and false alarm rate. In order to detect most of the
poses correctly one should train the system using the training
samples that contains significant number of poses. This results
in an increase in the false accept rate. In contrast if one
trains the classifier with specific pose only, the recognition
performance of the classifier drops significantly. Therefore,
detection and false alarm rate for Haar based classifiers will
be high in the task of recognition of hands in specific pose like
sign language. In order to decrease the false alarm rate, skin
color information is fused with Haar based classifier decisions.
Fusion rule is looking at he hand region candidates and check
weather there is significant amount of skin colored pixels in
candidate region. The thresholdth for determination of hand
region is 10% where the Haar based classifier decision is a
bounding box for hand. Sample initial hand positions found by
boosted Haar based cascade classifier can be seen as green and
red rectangles in Figure 14 where red rectangle is eliminated
by using the method described above.

2) State-Space Model for Kalman Filtering:Kalman filter
based state-space estimator assumes that the motion of a pixel
can be approximated using the motion model

xt = xt−1 + vx,t−1T + ax,t−1T
2/2

yt = yt−1 + vy,t−1T + ay,t−1T
2/2

vx,t−1 = vx,t−1 + ax,t−1T
vy,t−1 = vy,t−1 + ay,t−1T

. (7)

Here, T denotes the frame capture rate of acquisition system
which is1/25 fps. Velocity and acceleration in each direction
x, y is represented withvx, vy andax, ay respectively.
Moreover, motion model defined in 7 can further be ap-
proximated by ignoring acceleration term since we can ne-
glect the change in acceleration between two consecutive
frames. Neglecting the acceleration has another advantage that
each derivative operation is corrupted by noise and simply
discarding the higher order derivatives yield better system
performance if we consider noise/precision tradeoff. Thus the
state motion model becomes

xt = xt−1 + vx,t−1T
yt = yt−1 + vy,t−1T

. (8)

Let the position of center of mass of hand isx, y. The motion
of each pixel in two dimensions can be approximated using
model 8:

xt = xt−1 + vx,t−1T (9)

yt = yt−1 + vy,t−1T (10)

Thus the motion model motivates the following state-space
model with states and observationsz:

st+1 = Fst + Gut

zt = Hst + vt
(11)

st = [xt, yt, vx,t, vy,t]T (12)

zt = [xt, yt]T (13)

F =




1 0 T 0
0 1 0 T
0 0 1 0
0 0 0 1


 G =




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


 (14)

H =




1 0
0 1
0 0
0 0


 (15)

Process noiseut and the measurement noisevt are assumed to
be uncorrelated, with zero-mean white gaussian distributions
and corresponding covariance matrices Q and R. Q and R
matrices are adjusted by using method [16] which tests the
whiteness of the innovations process.

3) Hand Tracking with Kalman Filter:After obtaining the
initial hand regions for each hand, we define two search
windows based on the bounding box dimensions provided
by the hand detector. Two independent Kalman filters are
initialized using the positions provided by the hand detector.
For each iteration, Kalman filter time update equations are
calculated to predict the new hand position. The predicted
hand position is used to warp search window. Mean of skin
color pixel positions inside the search window is calculated
and and provided to Kalman filter as the observation. Kalman
filter measurement update equations are calculated to correct
using the observations. Posterior states of each Kalman filter
is defined as feature vectors.

4) Recognition of Hand Gestures:The hand gestures that
are identified are the gestures performed when the keywords
are spoken, so there are three hand gestures related with the
three keywords:left, right andstraight. The purpose is to build
good models of each hand gesture so that the models can be
used for the animation part. Recognition performance is used
to check the quality of the produced model. The whole training
set for the hand gestures is formed from the first 20 minutes
of the 25 minute video by snipping the parts that corresponds
to manually labelled keywords. We manually checked and
eliminated some videos where there is no meaningful gesture
even there is a keyword. The final training set contains 20
left, 24 right and 28 straight gestures. The features used in the
training set are the 2D coordinates of the center of the left and
right hands and their velocities for each frame of the gesture
sequence.



   

We have trained a left-to-right Hidden Markov Model for
each gesture and applied an isolated gesture recognition. For
measuring the performance, we used 30% of the data for
testing. For a given hand trajectory, each gesture model is
tested and the one with the maximum likelihood is selected.
The average recognition accuracies are given in Tables V, VI,
VII. We trained different models for right hand, left hand and
using both hands. Each HMM is trained with 5 states and
with 1 Gaussian mixture. Although the recognition rates on

Gesture Accuracy on Training Set Accuracy on Test Set
left 0.85 0.66
right 1 1

straight 0.8 0.25

TABLE V

ISOLATED HAND GESTURE RECOGNITION PERFORMANCE– USING ONLY

RIGHT HAND

Gesture Accuracy on Training Set Accuracy on Test Set
left 0.92 0.7
right 0.76 0.2

straight 0.8 0.5

TABLE VI

ISOLATED HAND GESTURE RECOGNITION PERFORMANCE– USING ONLY

LEFT HAND

Gesture Accuracy on Training Set Accuracy on Test Set
left 1 0.83
right 1 0.71

straight 1 0.70

TABLE VII

ISOLATED HAND GESTURE RECOGNITION PERFORMANCE– USING BOTH

HANDS

test set are low, training set accuracies are high. This result
indicates that the generalization ability of the learned models
are poor but the models are good at creating the training data.
Therefore, these HMM models can be used for animation
purposes rather than recognition purposes. The technique used
for restoring the hand trajectory using the produced models are
given in detail in the Animation section.

VII. A NIMATION

A. Stick Model and 3D Body Model

Given a speech sequence, keyword spotter described in
Section V-B.1 and accent detector described in Section V-B.2
are used to extract time-stamps of auditory events. These time-
stamps and speech sequence are provided to animation engine
to animate the virtual body. Initially virtual body is at the
stable state and for each frame, animation engine checks for
the time-stamps. If there is a coincidence between time-stamps
and frame-stamps, corresponding body part is actuated to be

at a moving state. In this project, we realized two animation
schemes:

1) Stick Model: Stick Model consists of line segments
that corresponds to forearm and upper arm where starting
and ending points of these line segments are determined as
hand, shoulder and elbow positions. Together with these line
segments head is included with a line segment between head
position and the center of the line segment between left and
right shoulder. Animation engine for Stick Model uses 2D
coordinates of the corresponding points.

2) 3D Body Model: 3D Body Model consists of 2 arms
and head without the body. Animation engine for this model
uses a dictionary of gestural events and frames are constructed
manually for each event in the dictionary. Animation engine
uses each event independently for the animation of head, left
arm and right arm.

B. Head and Hand Motion Models

In order to animate the body model, the center of mass
positions of head and both hands is required by the animation
engine. For each acoustical event, related gesture synthesized
by considering the duration of acoustical event and the previ-
ously recognized gestures.

1) Hand Motion Model:Figure 15 shows the trajectories of
left and right hand for the hand gesture examples in the train-
ing set. Each trajectory is shifted such that the origin is (0,0).
For the left gesture, the motion of the right hand is limited
when compared to the motion of the left hand. Similarly for
the right gesture, the motion of the left hand is limited when
compared to the motion of the right hand. However for the
straight gesture, both hands have large trajectories. The hand
models for each hand gesture are constructed by HMMs. For
the left gesture, we trained an HMM by using only the left
hand trajectory, for the right gesture, we trained an HMM by
using only right hand trajectory and for the straight gesture
we trained two HMMs: one for the left hand and one for the
right hand.
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Fig. 15. Left and right hand trajectories of the gestures

To construct an observation sequence from the HMM mod-
els, we used the model parameters: state transaction probabil-
ities, parameters of gaussian distribution (covariance matrix



and mean for the feature vector) for each state and prior
probabilities of states (since HMMs are left to right, always
start with the first state). Using these information, we can
construct an observation sequence by just providing a sequence
length. To have an idea about the sequence lengths (number
of frames) of the hand gestures, we first draw the histogram of
sequence lengths and then applied a normality test. Figure 16
shows the histograms and plots of the normality tests for each
gesture. The test results show that the distribution of sequence
lengths for each gesture is close to normal distribution. If
there are no other information about the sequence length when
constructing an observation sequence, a random length can be
selected from the related distribution. Table VIII shows the
normal distribution parameters for gesture types.
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Fig. 16. Sequence length histograms and normality test plots

Gesture µ σ
left 11.75 3.43
right 10.96 2.82

straight 12.64 3.02

TABLE VIII

NORMAL DISTRIBUTION PARAMETERS FOR THE GESTURE LENGTHS

The methodology used for constructing the observation
sequence, given a sequence length and model parameters is
as follows:

1) Generate random numbers between [0,1) for each ob-
servation (so the number of random numbers generated
must be equal to the sequence length)

2) Using the prior probabilities and the first random num-
ber, decide the first state (e.g. If there are 3 states with
prior probabilities 0.2, 0.5, 0.3, then the decision is given
by first taking a cumulative sum of the probabilities,
which is 0.2, 0.7, 1. If the generated random number
is less than 0.2, then select state 1 as the first state. If
the random number is between 0.2 and 0.7, select the
second state and if it is higher than 0.7, select the third
state.

3) For i=2:sequence length

4) Decideith state using the state transition probabilities,
the previous state and theith random number

5) End for
6) For i=1:sequence length
7) Construct theith observation by producing a random

number from the gaussian distribution of theith state
8) End for
By using this methodology, we produced hand trajectories

for each gesture where, for theleft gesture, only left hand
moves; for theright gesture, only right hand moves; and for
the straight gesture both hands move.

On the last 5 minutes of the database, we first run the
keyword spotting algorithm for finding the time-stamps for
words left, right and straight. We then produced the related
hand gestures which are animated during the same period with
the keyword. The sequence length is determined by the length
of the keyword. Figure 17 shows the produced trajectories.
As seen from the figure, left gestures are aiming left and right
gestures are aiming right and straight gestures move in the y
direction. This plot is similar to the one of the training data
(Figure 15).
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Fig. 17. Hand trajectories of the produced gestures

2) Head Motion Model:Head motion model is generated
according to the duration of accents. Let the duration of the
accent beta seconds. Forta/2 seconds head center of mass
is shifted in +y direction with 25 pixels/second. For the
remainingta/2 seconds head center of mass is shifted back
to it’s resting positions. Practical aspect of this methodology
is that, the accents with short period are visually eliminated
and the accents with long period are visually amplified.

VIII. C ONCLUDING REMARKS AND FUTURE WORK

In this project, gesture synthesizer based an audio-visual
correlation is presented. Audio-visual correlation analysis is
conducted using acoustic and visual events. Acoustic events
are divided into semantic and prosodic categories. Visual
events are selected as hand and head gestures. The types of
events are defined by investigating a portion of the database.
The repetitive patterns for acoustic events are mainly keywords
(left, right and straight) and accents. The repetitive patterns
for head gestures arenod andtilt . Left movement of left hand,



right movement of right hand anddown movement of both
hands are defined as hand gestures.

Given a limited number of examples for each kind of event,
an event model is created. Using the training portion of the
database, these events are spotted and co-occurring patterns
are investigated to train the correlation model. Spotting of
keyword, accents and head movements was not problematic
and spotting performances were high enough to be applicable.
However hand movement spotting rate was not high enough
since the hand movements for gestures are not well defined
motions.

Investigating the co-occurring patterns, we concluded that
keywords and corresponding hand movements are strongly
correlated. Moreover,nod movement of head is found out to
be highly correlated with accents. Motivated from this fact,
using the test portion of the database, first, keywords and
accents are detected. Then the virtual body is animated using
corresponding visual event at those detected acoustic events.

As a future work, our ultimate goal is building up new
audio-visual databases. The scenario of the database that is
used in our project is ”Direction Giving” and the scenarios can
also be extended in new databases. The number of keywords
and gesture patterns will be increased using new scenarios for
synthesis of more natural gestures.
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APPENDIX I
SOFTWARE NOTES

A. Codes related to head and hand gesture recognition and
hand gesture modeling

For HMM training HMM routines in ”Bayes Net Toolbox
for Matlab, written by Kevin Patrick Murphy et al.” are used.
To run the codes, this BNT toolbox must be in the path of
Matlab.

For head gesture related routines, check the folder head - run
readHeadavi.m or readHeaddata.m or readHead2min.m to read
and save data in a mat file OR write your own routine to read
data. You may have to change the paths for some files - to train
HMMs with continuous observations run trainHMMsCont, but
first modify the name of mat file if needed - gesturespot routine
runs for a sequence and spots the gestures and non gestures

For hand gesture related routines, check the folder hand
- run readHanddata.m to read and save data in a mat file
- trainHMMsCont trains HMM models for each gesture -
traindiffHMMsCont trains different HMM models (using dif-
ferent length of feature vectors) for each hand gesture -
plottrajectory plots the trajectories of gestures in the training
set - plotartificialtrajectoryCont plots produced trajectories -
generatetesttraj generates trajectories acc to the timestamps of
keywords in speech
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