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Abstract—The present report presents the framework and the More recently with the desire of increased productivity, of
results of Project 7: "A Multimodal (Gesture+Speech) Interface seamless interaction and immersion, of e-inclusion of people
for 3D Model Search and Retrieval Integrated in a Virtual iy gisabilities, as well as with the progress in fields such as

Assembly Application”, which has been developed during the . - . . .
eNTERFACE-2005 summer workshop in the context of the multimedia/multimodal signal analysis and human-computer

SIMILAR NoE. The "MASTER-PIECE” ( Multimodal Assembly interaction, multimodal interaction has emerged as a very
with SIMILAR Technologies fromEuropean Research utilizing a active field of research (e.g. [1] [2]).

Personal Interface in an Enhanced Collaborative Environment) Multimodal interfaces are those encompassing more than
project aims at the generation of a multimodal interface using ha traditional keyboard and mouse. Natural input modes are

gesture and speech in order to manipulate a virtual assembly .
application. Besides assembling mechanical objects, the userput to use (e.g. [3], [4]), such as voice, gestures and body

is capable to perform 3D model content based search in a movement, haptic interaction, facial expressions and more
database of 3D objects using as query model a scene objectrecently physiological signals. As described in [5] multimodal
Finally, to deal with cases where no query model is available, a interfaces should follow several guiding principles: multiple
sketch based approach is proposed which results in the manual modalities that operate in different spaces need to share a
approximate generation of the query model. More specifically, . . . ) .

the user can draw a specific number of primitive objects by common interaction space _and to be synchronized; mu_ltlmodal
moving his/her hands and then process-combine them so as tointeraction should be predictable and not unnecessarily com-
build more complex shapes, which are finally used as query plex, and should degrade gracefully for instance by providing
models. Experimental results illustrate that the proposed scheme for modality switching; finally multimodal interfaces should
enhances significantly the realism of the interaction, while using adapt to user's needs, abilities, environment.

the sketch-based approach the user can search for 3D objects in . . ) . . .

the database without the need of an initial query object, which A key aSPeCt in multimodal I.nterfaces IS a'?? th? Integration
is the case in most state of the art approaches. of information from several different modalities in order to
extract high-level information non-verbally conveyed by users.
Such high-level information can be related to expressive,
emotional content the user wants to communicate. In this
framework, gesture has a relevant role as a primary non-verbal

I. INTRODUCTION conveyor of expressive, emotional information. Research on

During the latest years there has been an increasing inte&¢ture analysis, processing, and synthesis has received a
in the Human-Computer Interaction society for multimod&™OWing interest from the scientific community in recent years

interfaces. Since Sutherland’s SketchPad in 1961 or Xerd¥'d demonstrated its paramount importance for human ma-
Alto in 1973, computer users have long been acquainted wiRin€ interaction (see for example the Gesture Workshop series
more than the traditional keyboard to interact with a systef@f conferences started in 1996 and since then continuously
growing in number and quality of contributions; a selection of
This report, as well as the source code for the software developt@vised papers from the last workshop can be found in [6]).
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the 3D model databases grow rapidly due to the improvegstures combined with speech in order to perform the search.
scanning hardware and modeling software that have bdenthe context of this project the integration of speech and
recently developed. gestures for the generation of the query model is addressed.
The difficulties of expressing multimedia and especiallgpeech commands are used for performing specific actions,
three dimensional content via text-based descriptors redugdsle gesture recognition is used to draw a sketch of the
the performance of the text-based search engines to retriebgect and to manipulate the scene objects in the 3D space.
the desired multimedia content efficiently and effectively. T®he system is also capable of deforming objects and combine
resolve this problem, 3D content-based search and retriette@m so as to build more complex structures.
(S&R) has drawn a lot of attention in the recent years. The rest of the document is organized as follows. Section
However, the visualization and processing of 3D modelk presents the general concepts of the developed application
are much more complicated than those of simple multimedimamework. In Section Il the virtual assembly application
data [10], [11], [12]. The major difference lies in the fact thaand the 3D search engine are briefly described. Section IV
3D models can have arbitrary topologies and cannot be easlgscribes the developed multimodal interface to the application
parameterized using a standard template, which is the casel analyzes in detail all techniques used for the generation of
for images. Moreover, there can be many different moddise query model using sketches, while Section V presents the
of representing them, i.e. indexed facets, voxel models etxtion verification module, which consists of a talking head.
Finally, processing 3D data is much more computationallyinally, in Sections VI and VII two of the performed experi-
intensive, than processing media of lower dimension, and ofterents are described and conclusions are drawn respectively.
requires very large amounts of memory.
Many researchers worldwide are currently developing 3D I1. APPLICATION FRAMEWORK
.modell recognition schemes. A number of approaches exisLI.he developed application framework is a 3D assembly-
n V\./h'(?h 3D quels are compared by means of me""Sure‘c’a‘?efsigner interface. The user is capable to:
similarity of their 2D views [13], [14]. More direct 3D model . , , , . .
search methods focus on registration, recognition, and pairwise Manlpu!ate 3D quects n a 3D environment, including
matching of surface meshes [15], [16], [17]. Unfortunately, translation, rOtat'On’ scall_ng, ete. .
these methods usually require a computational costly searct Assembly mgchgnlcal .ObJeCtS _from their spare parts.
to find pairwise correspondences during matching. ¢ 'mp‘?” 3D primitive objects using ;ketche_s.
Significant work has also been done in matching 3D models® Manipulate and deform the primitive objects so as to
using geometric characteristics, where initial configurations generate more complex structures.
are derived from conceptual knowledge about the setup ofUnfortunately, an interface, like the predescribed one, is
the acquisition of the 3D scene [18] or found automaticalljery difficult to use with standard keyboard-mouse input
by extracting features such as curvature or edges [19]. WHégvices. The major problem stems from the fact that 3D
correspondences between the two objects to be matched &gons can not be easily reproduced using 2D input devices.
unknown, the registration problem, which in general is not The aim of presented framework is to add physical means
well posed, may approximately be solved by the iterativd interaction between the user and the application and to
closest point (ICP) algorithm [20]. In the absence of a prioAvercome the need of the transition between the 2D input
knowledge or robust features, the ICP algorithm starts with ofigvices (mouse, etc.) and the 3D virtual environment. In
unique or, preferably, multiple different initial configurationg®articular, the developed multimodal interface consists of the
[21]. In [22], a framework is presented for analyzing th&wodules:
subspace of the complete configuration space so as to force Speech recognition for specific commands.
the ICP algorithm to converge to the global minimum. The « Gesture recognition to efficiently handle 3D objects using
method is evaluated experimentally for a number of real 3D 3D motions of the hands.
objects. « Recognition of sketches.
A typical S&R system, like the aforementioned ones, evalu- « Primitive models import and manipulation using gestures.
ates the similarities between query and target objects according Deformation of objects using gestures.
to low-level geometric features. However, the requirement Finally, Figure 1 illustrates a block diagram of the developed
of a query model to search by example often reduces thgiltimodal interface
applicability of an S&R platform, since in many cases the
userhknowsgvl\:/)hat kollntlll of object he wants to retrieve but does lIl. BASIC MODULES
not have a model to use as query. —
Imagine the following use cgse:ryThe user of a virtuéAI' Virtual assembly application
assembly application is trying to assemble an engine of itsThe virtual assembly application is a graphical 3D interface
spare parts. He inserts some rigid parts into the virtual scef@é performing assembly of mechanical objects from their
and places them in the correct position. At one point he neeglR@re parts as illustrated in Figures 2a and 2b.
to find a piston and assemble it to the engine. In this case]t has been initially developed to be used with haptic gloves
he has to manually search in the database to find the pistdAd it allows the user to:
It would be faster and much more easier if the user had thes Assembly a mechanical object from its spare parts.
capability of sketching the outline of the piston using specific « Grasp and manipulate objects using haptic gloves.
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B B e agent, which is always active, the tools need to be activated by
costune 3D search and retrieval the user. Tools provide constraint to the object movement and

f' recognition ‘ Descriptor allow the user do construction tasks. The virtual tools have

Cecule 'S % extraction using the potential to increase user productivity by performing tasks
Action selection . on behalf of the user and increase the immersion of the user

— | SWC:' o in the virtual envi.ronment. Fu_rthermore use of virtual toqls

Speech  |—— . % retrieval module during assembly in the VE aids the user to detect possible

= recognition - construction difficulties related to the position and shape of

— the tools.

During the workshop the application has been extended to

Fig. 1. Block diagram of the developed multimodal application be used with a standard mouse-keyboard interface and also

using the multimodal gesture-speech interface.

B. 3D content-based search engine

Using the 3D content-based search engine 3D objects can
be retrieved from a database using another 3D object as query.
Then the engine retrieves the most similar, in terms of a
distance metric between their descriptor vectors, objects to
the query model. The algorithm for extracting the geometrical
(b) descriptor of the object is briefly described in the sequel.

The extracted descriptors are rotation invariant. In particular,

Fig. 2. Virtual assembly application the object is initially normalized in terms of translation and
scaling, i.e. it is translated to the center of the coordinate
system, and is scaled uniformly so that the coordinates of

« Author assembly scenarios using the authoring tool. all its vertices lie in the interval0, 1]. Next, N. concentric

The user is also capable of assembling parts of an Objggperes are built cent.ered_ at the origin of_ the coordinate
and record the assembly process for post-processing. Bystem. Each sphere is built using tessellation of a normal
assembly procedure can be done using one or two hands (’Eg:sahedron so that the vertices over its surface are uniformly
one or two haptic VR gloves CyberTouch or CyberGraspgl_istributed. In the experiments 20 concentric spheres of 16002
A position tracker (MotionStar Wireless Tracker of AscesioMertices are used. For each sphere the discrete 3D signal
Technologies Inc. (2000)) with one or two position sensofs (7s;0i,¢:) is assumed, whereis the index of the sphere
installed is used to detect the position and orientation of tifgtices. The values of functiof’ (r,,6;, ¢;) are calculated
user hands in the space. using the Spherical Trace Transform (STT) [23].

Another element of the application is the Virtual Reality '€ €xtraction of the final descriptor vectors, which is
(VR) agents module. VR agents are sophisticated softwafe€d for the matching algorithm, is achieved by applying the
components with the capability to control a dynamic virtugiPherical functionalsl’, as described in [23], to the initial
environment and take actions based on a set of aims gRaUrest (7s.0i, ¢;) generated from the STT. The spherical
rules. There are two kinds of agents implemented in the \igNnctionals for each concentric spheye are summarized

Assembly environment: a) the snap agent and b) the td8IOW:

agents (a screwdriver and a wrench). LTy (F) = max{F (rs,0i, ¢)} 1)
The snap agent is responsible to decide when two parts in N

the scene must connect. The aim of that agent is to place 2.I(F) = Z |F'(rs, 0i, )| 3

the components of the assembly in the correct position and J=1

to allow two or more components to construct a new larger N,

component that can act like any other component. The rule that 3.13(F) = Z F (rs,0;, ¢:) ()
shap agent uses to connect two objects is a distance threshold i=1

and a "first contact rule”. The "first contact rule” detects which
sides of the objects collide first (using bounding boxes). If the
colliding sides are valid, i.e. the objects are approaching from 5.T)(F) = A? = Zalm (5)

the sides that can snap, then the distance from the current m

position to the snapping position is calculated. When thighere N, is the total number of sampled pointg; (j =
distance is smaller than the distance threshold the objects smap .| ;) at each concentric sphere= 0,...,L and —I <

to each other. The distance threshold used depends on #hec [. «,, are the expansion coefficients of the Spherical

4.Ty(F) = max{F (rs,0;, $i)} — min{F (rs,0;,¢:)} 4)

radius of the smaller bounding sphere of the objects. Fourier Transform [24]:
The tools are components with the capability to control N,
objects in the dynamic virtual environment. The tools aim to Q= ZF (rs,0;, 0;) Yzm(m)g (6)

increase the immersion of the user in the VE. Unlike the snap =1 N
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whereY’,,, (n;) corresponds to the spherical harmonic functio
which is defined through:

Y™ (0, ¢) = kimP™ (cos 0) /™ @)

where P/ is the associated Legendre polynomial of degrg i ;
| and orderm, k;,, a normalization constant ang the j B
imaginary unit.

The quantitiesA? are invariant to any rotation of the 3D
model. Choo;mg a sufﬁuently large number/otcoefficients Fig. 4. Left: camera image (rectangle: head, circle: handl, cross: hand2).
of the Spherical Fourier Transform, a total numberlof- 4 Right: observations assigned to one of the four models depending on their
Spherica| functionals is used for each concentric Sphere_ _probabili_ties (blue: head, red: hand1, green: hand2, grey: discard, white: pixels

Finally, the descriptor vectorB({) are created, wherg= '9n°red in EM).
0,...,(L+4)N, is the total number of descriptors and is

the number of concentric spheres. In the experiments described The £ th . N tically detected b
in the sequel/, = 26 and N, — 20 were chosen, camera. The face of the user is automatically detected by a

Figure 3 depicts the retrieved objects using as query the fi ural network more precisely d_escribed i.n [28]. The hands_ are
model of each column. etected as skin coloured moving zone in front of a vertical
plane passing through the head, triggering pointing gesture
recognition.
The first detected hand is tagged as “pointing hand” and the
w \i { ﬁ‘ NS second detected hand is tagged as “control hand”. The system

can be used by right-handed persons as well as by left-handed

persons (predominant hand is generally used to point) without
‘% \*\ ﬂ ‘!’?‘A \ differentiating explicitly right hand from left hand.
| o Once detected, the body parts (head and hands) are simulta-
neously tracked until tracking failure is automatically detected:
- 4 then the detection for the lost part is re-triggered. The tracking
K s.v\ ‘é’e process aims at explaining each new image by a statistical
model with the EM algorithm [27]. The statistical model is

composed of a colour histogram and a 3D spatial Gaussian
ﬁ Sl i 2 : function for each tracked body part (Figure 4).

2) Gesture interpretationGesture recognition is triggered

: by speech commands. The axis obtained from the first hand
v >< # ’ \ and the head 3D positions is used to compute pointed di-
y rection. The pointed direction is used when the user utters
"selection” to select the pointed 3D object. Once selected, if
the user utters "move”, the object keeps moving to the pointed
direction until the user utters "0O.K.". When the word "rotate”
is uttered, the current hand angles are taken as reference angles

and current main axis of the object as reference axis. Then,

) ) o until uttering "O.K.”, the object rotates around its center of
The developed multimodal interface to the application copyass following the user's hands rotation according to the

sists of two major parts. The interaction unit, which 00”5i55°pherical coordinates (alpha and beta in Figure 5). When the
of the gesture-speech interface that enables the user to intefagl iters "scale”. the current 3D distance between the hands
with the platform using only gesture and speech and the taken as reference value and current size of the object
sketch-based query model generation system for the manyal eference size. Then, until uttering "0.K”, the object is

design of the model to search for. In the rest of this Sectigpyntinuously resized proportionately to the distance between
technical details about the algorithms used for the multimodgyngs (when distance between hands is two time higher than

Fig. 3. 3D search results. The first row corresponds to the query object.

IV. MULTIMODAL INTERFACE TO THEAPPLICATION

interface are presented. reference distance, the object is two time bigger than its
reference size).
A. Combined Gesture-Speech interface 3) Speech recognitionTo recognize speech commands, the

1) Body parts detection and trackindlost people instinc- speech signal is linearly sampled at 8 kHz in 16 bits. MFCC
tively use the eye-tip of the finger line to point at a target [25{Mel Frequency Cepstrum Coefficientoefficients are com-
This convention is used in the present framework to estimaigted, each 16 ms, on 32 ms signal frames. The recognition
the pointing direction of the user [26], [25]. More preciselysystem uses the frame energy, 8 cepstral coefficients and an
the pointing direction is approximated by the head-hand ax&stimation of the first and second order derivatives of the

Head and hands are detected and tracked [27] (Figurespeech signal. Thus, the observation vector has 27 dimensions.
left). Their positions in the 3D space are given by a stereoThe decoding system uses Hidden Markov Models. The
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signal processed by the decoder

detection starts speech starts speech ends detection ends

e |
detection decision trailing silence : 240ms time

<=— detection start time—stamp output

detection end time—stamp output—=

decoding

recognition result output
n—best solutions output

‘ I

Fig. 6. Different times related to speech recognition. Speech recognition is only available after a delay following speech signal.

ule described in Section IV-A. The algorithms are designed
only to recognize three basic shapes: square (or rectangle),
circle and triangle. Figure 7 shows examples of traces obtained
after acquisition.

{ Y
) |
Fig. 5. (A): A user rotating a 3D object with his hands (blue: head, red: ) \ /
hand1l, green: hand2). (B): the two hands h1 and h2 are defined by two angles ) /\/ \ / o
« and g in the spherical coordinates. T~ -
(a) Square (b) Circle
N
recognized sentences syntax is described in a grammar. The N /32>
used vocabulary consists of 50 words. Dependent on the \ el
context, each word is obtained by phonetic units concatenation \ /
named allophones [29]. The system outputs the n-best results \ //
[30]. .
A noise/speech detector component filters the input signal (c) Triangle

to provide the decoder only with speech signal surrounded
silent frames. Beginning of detection is not causal. Detecti

component provides several frames which precede the Sp.eeclti' is obvious that these traces are far from perfection and

fien contain noisy points at the beginning and the end of
ﬂtre trace. Moreover, the point sets created by hand gesture

Tot getect:)t end dofTipeecP, some Conseftjt'\:ﬁ s(ljlent (;ram %ognition are generally distorted, while the sampling density
must be observed. These frames are sent to the decoder. ;lhe general not constant.

X : i
best solution can be provided as soon as the last frame has be e shape recognition systems can be grouped into two

received. Computing the n-best solutions generate a ”eg"giﬁﬂ%m categories. The first one could be described as feature
lag compared to the lag due to the silent frames. The numt&?r i

opr'¥ 7. Examples of a square, a circle and a triangle after trace acquisition

of frames to detect the end of speech is a parameter of ased or rule based. Shapes are grouped using some human

. g gnition based characteristic features as the number of
noise/speech component set to 15. '_I'_he '99 between the engzorﬁers, the number of parallel sides, etc. The second group
speech and the result of the recognition is thus 240 ms, SINGE cists of the model-based methods. which are based on fit-
frames are grabbed each 16 ms. These times include the sﬁl r} '

[ . . .
) . . . (ﬁg the different possible shapes on the trace to be recognized
and end silent frames which differ from the times of start ar.]and to select the shape providing the highest correlation level

end of speech. These former can be computed from the noi 81 the trace to recognize
speech parameters. All the times constraints are summarize fter describing the sketch denoising, the sketch recognition

in Figure 6. algorithms will be presented. Finally, possible extension of the
_ sketch recognition system will be discussed.
B. Sketch-based query interface 1) Sketch denoising:As illustrated in Figure 7, some
In this section the sketch recognition system will be dendesirable points occur in the acquired trajectory, especially
scribed. Sketches are acquired via the gesture recognition matthe beginning and the end of the trace. These points have to
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be discarded to improve the results. Several approaches wi

designed and tested, both using directly the acquired poir ., /,R\\J@ - “/\—//ﬂ/

or transforming them into images. The result (discarding ¢ = | / o | /

noisy points) was evaluated in terms of correct recognitio ., \ // at | /
|

rate, robustness to noise, etc. and the main advantages ¢ = J /

drawbacks are discussed at the end of this section. Theske .| /| ) P —
denoising methods can be divided into two more categorie N B RNE N S a0 W 0w W
those that only discard the meaningless points and those
_ o : (a) (b)
which also enhance and simplify the shape in order to make
shape recognition more robust. Fig. 9. Example of a square, before and after noisy points discarding using
method 2

Method 1: Polar transform denoising
The first method discards some points considered as noise, =
which lie usually at the beginning and end of the drawing as K
can be seen in Figure 8. Points that follow in time according
to their time stamp, but that do not correspond to a higher \
value of angle in the polar coordinate description, are deleted.
\

This algorithm avoids also line crossings of the start and end
points of the drawing.

T\
/F,v/

-

Fig. 10. Example of a circle, which is not closed

% 800

points, we consider these points as noise and delete them.
The second thresholf, is used to decide about the position
where the trajectory should be closed so as to generate a closed
contour. If there exists an intersection it is easy to decide about
these position, as described in the previous methods. This
method handles also cases of open trajectories. In particular,

(b) if the distance of the point considered, from at least one
Fig. 8. Example of a square, before and after noisy points discarding usﬂg the precedlng points Is Smal_ler thﬁi’j. these points are
method 1 connected and the rest of the points outside the closed contour

are discarded.
The main problems of this method are that we need to

know which is the direction of the trace and which corner is
the first one. So, extra algorithms are implemented to check ™ o~ T
that efficiently and aid the method.

Method 2: Convex denoising "
The second method searches for intersections in the tracked. -
trajectory of the hand. The first and last points are investigated - :
whether there is any cross section between any line segments.
If the result is positive, the colliding edges are merged and the (@) (b)
remaining parts of the trajectory (i.e. the I_me segments that 98 11. Example of a square, before and after noisy points discarding using
not belong to the closed contour) are discarded. Results ai@hod 3
shown in Figure 9.
This method works well on all closed figures. If a figure is In order to avoid connection of consecutive points and
not closed as the example shown in Figure 10, it will fail. immediate failure of the algorithm, the preceding points of
the considered one that are closer to it, in terms of geodesic
Method 3: Statistical denoising distance, tharf} are not considered for this test. Figure 11
This method uses two statistical thresholds based on melustrates results of this method.
distance between two consecutive points. The Tifss used to
remove small irregularities. In order to decide if N consecutivdethod 4: Image-based denoising
points constitute a small irregularity or not, a threshold is The fourth method converts the initial data set into an image
compared with the geodesic distance between the latest Nw2 placing the linked trajectory points into an image raster.
points. If the geodesic distance is bigger than a threshold valiéen, image processing techniques are applied to process the
which represents the weighted average distance betweerirétes. First of all a simple test is applied to test if the trace
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is closed or not just by recursively evaluating the filled area 2) Sketch recognitionThe aim of the sketch recognition
of the trajectory: if the area is exactly of the same size as thgstem is to recognize the shape of the trace and its main
image the trace is open, but if this area is smaller than tfeatures (corners, center, radius, etc.) in order to draw then
image, that means our trace was already closed. This metmmiseless, squares, triangles and circles using the extracted
closes the trace if it was open before further processing. features. The primitive-object vocabulary used demands the
recognition of only 3 basic 2D shapes (triangle, circle or
In a second step the shape size is normalized and morpbquare). We tested several sketch recognition methods both
logical opening is used in order to get rid of the meaningless points set or image space.
points and to smooth the traces. As we previously normalized
the shape size, it is possible to find a fixed kernel size for tigethod 1: Polar transform recognition
morphological opening, which works better according to final |n this method polar coordinates are used. In the first step
visual check. Some results are shown in Figure 12, and thisthe recognition process the center of the shape is calculated
method worked well on all our experiments. Smoother shapgs the mean of the X and Y coordinates. Measured points are
are obtained without the noisy points, which usually exist gsually not equally distributed so this center does not coincide
the beginning and the end of the traces. This method workgh the real center of the shape but this problem is eliminated
with both close or opened traces and it preserve the majp using resampling, to get equally spaced sample points, and
features of the traces (corners, parallel sides, roundness)a flenoising method as previously described.
possible drawback is the fact that filling big images could be At the beginning the distance between every point and the
a little long, but this problem could be solved by normalizingenter is calculated and plotted into a "Distance-Angle” graph
all traces at smaller sizes. Another drawback could be the fagtjjustrated in Figure 13. Theoretically, triangles should have
that the point set is transformed into an image, so it woulflree maxima/minima in this system, squares should have four
be better to use a recognition method also done in the img@@cause of the three or four corners which are far away
space. But it is still pOSSible to convert the denoised image |rﬁ@m the Center) and circles may have many but very local
a set of points in order to use a recognition method workingaxima. For the triangle these peaks are equally spaced at
directly with the set of points. 120° and at90° in the case of the square. This interrelation is
exploited for the recognition process. The detection of peaks
and their angular distance gives sufficient information for
the recognition comparing the calculated values to threshold
values. The corresponding display of the example square in

.
o x\}ﬂ\_//d/x}g’ o Figure 13a shows four distinct peaks. Ideally, these four peaks
- \ e . RN e will be equally spaced and have the same amplitude, which is
@ \ yd not the case here, due to noise, not exact sketching, etc.
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L\J = Fig. 13. a) Cartesian display of the polar coordinates (distance from center
@ 0 on the Y-axis, angle on the Y-axis), b)Result of differentiation of the distance

25 rho
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For making the system more robust it's been decided to

(d)
differentiate the distance to the centre (rho) with respect to
the angle (theta). This yields zero crossings where the peaks
are with positive peak before and negative peaks after the
zero crossing. This should allow easier localization of the
peaks. The decision criteria of number of peaks and their
\ distance remain. The circle should neither show distinct peaks

nor equal distance between them, whereas their number may

400 500 600 700 800 500 350 400 450 600 550 60D 650 700 760 800 850

ggﬁﬁﬁéﬁﬁﬁﬁ

©) 0 be very different. The result of differentiation is shown in
Figure 13b.

Fig. 12. Example of a triangle, square and circle, before (first column) and
after (second column) noisy points discarding using method 4 Method 2: Vector-based recognition
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The vector-based method takes advantage of the fact that 1
shapes to recognize have specific features that can be used
their recognition. l.e. lines consecutive points of a rectangl
will have two main directions, of a triangle three, and for the
circle many. The following assumption are considered in thi
algorithm:

1) Every rectangle consists of two sets of parallel lines.

2) Every triangle consists of three lines.

3) Circles cannot be separated into a specific finite numb
of lines

4) We have three different classes; triangle rectangle ar
circle and any given point set belongs to one of them. @) (b)

This scheme is based on building a histogram of the
direction of the line segments between two consecuti@- 14. Bounding box and fitting ellipse on the left, real shape on the right
points, i.e. a histogram with the polar coordinate angles
of each line segment. If the shape is a square then the
histogram has two clearly defined maxima, corresponding 1 «m 5
to the directions of the two sets of parallel lines. If it is a By (2) = QZizl [fi ()] (8)
triangle it should have three clearly defined maxima, while jf

it is a circle it has almost a uniform distribution. Using thes\évhere fi. () is the minimum distance of point to the
gometncal shape with parameter vegtor

features the task of classifying each point set into one of f To find the optimum parameter vecter giving the mini-

three classes becomes trivial. . ‘ o
mum total error corresponding to geometrical shapes: circles,
rectangles, triangles and ellipses; Levenberg-Marquardt non-

Method 3: .Imag-e—based recpgnmon . linear least squares minimization for unconstrained optimiza-
Another idea is to use the image space. After transposing { is used [31], [32]. The geometrical shape giving the

point set into an image, as previously described, the denois imum sum of least square errors is identified as the
metho_d 4 is used to obtain proper filled shapes_;. Then, tglgjst match for the contour drawn by the user. Vegbor
bounding boxes are comp_uted. Next, by comparing t_he arc,eéafresponding to the geometrical shape with minimum total
of .the shapes to. the bounding box area we can recognize th&mare error is used to display the recognized shape to the
using the follpwmg procedure. , . user. The application for the 2D shape recognition consists of
If the area is close to the bounding box the point set should. .o major parts; namely, input of the contour information,

represent a rectangle. If it is smaller it should correspond tqi@ctions calculating least square errors for various elementary

circle and finally if it is even smaller, it should be a trianglegeometrical shapes and the nonlinear least square algorithm.

An example is illustrated in Figure 14. At the left the shape 1ho information for the contour drawn by the user is

bounding box and a perfect circle (an ellipse here) fitting im@aptured by the movements of the hands and is passed as a
itis depicted. The right image illustrates the shape to classi{,cior of points to the application. As the provided points are
By comparing its area to the difference from the areas of thgiqy and scattered, a filter is applied before the recognition
bounding box and of the ellipse it can be seen that the shaggiihm is called. The filter resamples the points in the
is more related to an ellipse than to a rectangle. For triangl&$tour uniformly so that the distance between two successive
the difference is more obvious since its area is much smallgfin is kept constant. This prevents the erroneous effect of
than the bounding box and a simple threshold is enough dpstering of the points at the beginning and the end of the
decided if the shape is a triangle or not. This method worka\yn contour. The filtered points are then passed to the shape
very well once the thresholds are found and it ia also Ve4cognition functions.
fast. ] o ) ~ The second part of the application consists of functions

In order to obtain a rotation mvgrlant methold, the rOtat'OEaIcuIating least square errors for elementary shapes such
of the shape should be done until the bounding box areajs circles, ellipses, triangles and rectangles. These functions
minimum, but as only one parameter has to be optimized, tﬁﬁainly map a parameter vectgr € R™ to an estimated
result is the global maximum and it is obtained fast withoyheasurement vector — f(p),& € R wheren > m. An
complex optimization methods. initial parameter estimatg, is provided from the properties

. ) o of the data, e.g. mean, max and min of the data points.

Method 4: Recognition using Least-Squares optimization The measurement vector is simply the distance of a point in

The application developed for the 2D recognition of thghe contour to the geometrical shape. The parameter and the
noisy contours compares the least square errors for the ggzasurement vectors are passed to the optimization function
metrical shapes fitted to the data. The least square error fopa finding the optimum parameters giving the minimum

geometrical shape with parameter vectore.g. radius, side measurement errdfe| which s defined as:
length, etc., is defined as the sum of minimum distances from

the points in the curve to the geometrical shape, e.g. lell® = |lz — f()|I?
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. I . 1200
where x is the measurement affifp) is its estimate. P

As for the nonlinear least square method, Levenberg
Marquardt(LM) method is used for finding the parameters ¢ &
the geometrical shapes. LM method is an iterative techniqt
that finds a local minimum of a multivariate function that 5™
is expressed as the sum of squares of nonlinear functior .,
It can be thought of as a combination of steepest desce
and the Gauss-Newton method. When the current solutic 200

1000
800
G600
400

200}/, 4

is far from the correct one, the algorithm behaves like i i wn e 1o g
steepest descent method: slow, but guaranteed to converge. @)
When the current solution is close to the correct solutior, . B0

. . .. 700
functions calculating the errors for principal shapes and returi

the optimum parameters. The flow chart of the algorithm ca ™
be found in Figure 15. 600

it becomes a Gauss-Newton method. LM function calls th % s
ey
*

G000

500
500
400

400 “
Points Distances e
300 i i = 300

200 s : - o
D 500 1000 1500 200 400 BOO S00 1000 1200 1400
Shape Parameters |. Cirdle (C) (d)
I
h
Contour Uniform Levenberg- : » Elipse Fig. 16. a) A proper circular contour drawn by the user is shown in blue.
Points Resampling (—»{ Marquard: The detected shape is drawn in red. b) An incomplete circular contour. c) A
Filter optimezation Rectangle noisy rectangular shape d) A triangle with tails at the beginning and at the
Parameters of Fitted Shapes end
# Triangle
¥ means that the results are more robust. Its only drawback for
Shape i PShape our case is the computation time. It was sufficient for our
L. arame . . . . g .
Qnimum e ters application but if real time sketch recognition is needed, the

choice should be done on one of the methods 2 or 3 which are
fast enough for real time. Moreover mix of different methods
Fig. 15. Algorithm flow chart could be used.
o ) ) 3) Deforming the geometriesthe range of objects, which

The hand controlled mouse modality in this project allows,n he pyilt only by assembling primitives, is limited because
the user to sketch contours in the Virtual Assembly Platfonmegmar or non-symmetric shapes can not be drawn. There-
with the aim of creating .3D primitive geometricql shapes S_u‘i‘Bre the proposed 3D query model generation scheme using
as cylinders, square prisms, rectangular or triangular pris@jgches integrates an object deformation procedure. It is im-
from 2D sketches. The user draws a contour which is thefbmented so as to interactively deform the initial 3D-primitive
recogm_zed as a circle, a rectangle ora triangle. Th_e recognizgggel generate a more complex one. The proposed geometric
shape is used as a base for creating corresponding 3D sh@p@rmation technique, directly affects the triangulated model
such as circles for cylinders, rectangles for rectangular prisgys 3D-object.
etc.. The application for the extraction of 2D primitive geomet- Initially, a number of control points are defined on the
rical shapes from the contours drawn with the hand controllgg t5ce of the object. In order to deform the mesh, the user
mouse modality has to be robust enough; because, the cont_cM§ to translate its control points. This corresponds to setting
drawn by the user may be erroneous, incomplete and noigyjransiation vectof}, for each control point. Translatioh,
the points may be scattered, concentrated at the beginningOfranagated to the mesh and affects only the closest vertices
at the end of the contour or there may be unintentional ling$ the control point. In particular it affects only the points

drawn before the user stops sketching. Some contours drgyfde the geodesic window GW, which is defined as follows:
with the hand controlled modality are shown in Figure 16.

To evaluate the_ performance of the a_lgqrithm developed for_ GW, = {z|Vz € V, g (u,z) < ¢} 9)
2D shape recognition, a database consisting of 100 contours is
used where 98 shapes were detected correctly. The databeisere e defines the window sizey is the control point and
is obtained by letting users to draw contours on the Virtugl(u, z) the geodesic distance betweerandw, i.e. the non-
Assembly Platform using the hand controlled mouse modalifguclidean distance on the surface.
All four sketch recognition approaches produced recognition All vertices lying inside the geodesic window are translated
rates close to 100%. For the final system method 4 was usesing the following equation:
due to its robustness, configurability and extensibility. It is
not based on relative thresholds and not absolute ones which T (x) =T} - K (x,u) (20)
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where K (x,u) is a gaussian kernel used so as to assure
smooth transition of the translation of the influenced vertices.

K (x,u) = e 53" 11)
where x is the position of the vertex and the standard
deviation of the gaussian kernel. An important parameter
which strongly affects the result of the deformation is the size
e of the geodesic window. Figures 17a and 17b illustrate the
results of using two different values fer Notice that in the
second case most of the points are deformed. In the context of
the proposed framework the geodesic window is adjusted as
the mean distance between two neighboring control points so
as to make the user capable of deforming the whole surface
of the object.

iy

7
KL

/
ES e

g ﬁﬂa'

T

7

A

@e=a (b) e = 2a

Fig. 17. Deformation using different values of

It should be also mentioned that in order to produc'gg' 18. The talking head

efficient deformations resampling is performed on the objects’

surface so as to make it more regular and to assure smooth

deformations. lingual and laryngeal movements have visible consequences
4) Building the query-modelAfter the primitive objects ON the cheeks and the throat. For the clone, it was an

are imported into the screen and processed accordingly (scalgtportant issue to comprehend the influences by the subtleties

rotated, deformed) they are translated to the desired positiore§dacial deformations induced by the underlying articulatory

as to represent the targeting object. Next, they are grouped iRtevements of visible speech. The facial animation is based on

a single object using speech commands. The resulting objtt recording of a French speaker, producing 40 prototypical

is exported and its descriptor is extracted using the methe@nfigurations. His face was furnished with 166 colored beads.

described in Section I1I-B. Finally, the retrieved objects ard & statistical analysis of the 3D points, six parameters could

imported into the scene, ordered in decreasing similarity, usiR§ identified that sufficiently model the facial movements of

speech commands. the lower part of the face.
For the multimodal interface the clone is used as a feedback
V. ACTION VERIFICATION MODULE of computer activity [35]. It aims to provide a more natural

To have feedback about the machine processing, a talkifégrface for the control of sketching and processing of shapes,
head was included. It provides audiovisual information abotitat uses strategies humans use in face-to-face interaction. The
the recognized voice commands and the head and hand tra@iRa of the clone as it is used in this application is to provide an
ing. appropriate feedback by the computer imitating the strategies a

The talking head used in this project was developed BY¥man might use. The clone greets the user when he or she is
a cloned 3D appearance with articulation gestures of a rétgtected for the first time by the motion capture system. When
human [33], [34]. The eye gaze and head orientation of tHee user is lost or localized again by the system, the clone
clone can be controlled independently to look at the user @akes corresponding utterances. During the sketching, when
where the user is looking on the screen. The virtual neck is adand is found and tracked, it follows the virtual pen drawing
articulated and can accompany the eye-gaze movements. PRethe screen. Once the hand is lost or no hand has been
audiovisual messages can either be recorded by the 0r|g|ma|lzed it looks at the user’s face. This provides information
human speaker, or synthesized from text input. that a user can understand intuitively.

Most model-based and image-based systems describe th€& confirm the recognition of voice commands, the clone
influences of movements like lip protrusion or jaw oscillatio@nnounces the actions of the system that will follow. As
in limited regions of the face, whereas in reality articulatorgome voice commands are used very often, such as for
movement produces deformations all over the face. For exaexample "select”, a random choice between several messages
ple the nose wings move during speech production and soisgrovided, to avoid annoying repetitions of utterances by the
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clone. In the current implementation, only French audiovisu
speech synthesis for the clone was available.

VI. APPLICATION DEMOS

The proposed framework was tested in two scenarios,
assembly of a piston and the 3D content based search usin
guery a model generated using sketches and primitive objes

A. Piston Assembly

In this scenario, the user had to assemble a piston using
developed gesture-speech interface. Specific speech commj
described in Section IV-A.A were used to select an action a
then the objects are manipulated using gestures. Figures 19
illustrate four consecutive steps of the procedure.

Fig. 20. Using the MASTER-PIECE platform - rotating a car

(© (d)

Fig. 19. Gesture-Speech based assembly of a piston (C) ( d)

Fig. 21. Car sketching and recognition
B. 3D content-based search using sketches

In this scenario the user has to draw primitive objects usifgrease the immersion of the user to the application due to the
sketches to assemble them into a more complex one sical interaction of the user with the system. Finally, the
to search into the database for similar objects using the 3fasented sketch-based query model generation for 3D search
content-based search engine (Figure 20). eliminates the demand of an existing query model in order to

Figure 21 illustrates four snapshots of the procedure fform 3D search and provides the user with a natural means
trying to design a car and to search for similar content. Noti¢g generating in 3D the query object.

that from the retrieved objects only ti#" is not a car as
illustrated in Figure 21d.

Figure 22 illustrates four snapshots of the procedure of
trying to design a car and to search for similar content. Notice This work was supported by the EU funded SIMILAR
that all the retrieved objects are chairs 22d. Network of Excellence.
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IX. APPENDIX: SOFTWARE NOTES C. How to use: Gesture recognition

A. How to use: Assembly application 1) Presentation: The gesture program system needs a

The virtual assembly application supports both mousfewire stereo camera Bumblebee from Pointgrey [36]. It

keyboard and the multimodal gesture-speech interface. ~ WOrks under linux (Mandrake Linux 9.2 3.3.1-2mdk) and has

For performing sketch-based 3D query model generation the
user has to:

B. How to use: 3D search engine

Select one of the available assembly scenarios in "xmfeMPUter. _ _ _
format available in the "scenes” folder. The executable file<pointage> takes the images from

From the "Action Menu” select "Start Assembly” camera, extract user body parts position (head and hands).

Manipulate the objects, either using mouse-keyboard apgen. the direction pointed by the user and the angles betvvee_n
the actions in the "Action Menu” or using gesture an e hands are computed. These data can be sent through a pipe

speech as described in the following subsections to another application or through the network using socket

When two objects that should be connected are clog’éth the following format:
together they will snap. Head,Hb,Hx,Hy,Hz,Hand1,h1b,h1x,hly,hlz,

Hand2,h2b,h2x,h2y,h2z,Pointer,px,py,
Angles,ab,a0,al,TimeStamp,YYYYMMDBHMMSS.ms

With:
Import the required primitive objects in the scene using Head

either from the menu "File-Insert Primitive” or using
sketches by "Actions>Start Sketching” or using gesture
and speech as described in the following sections

« Hb: head present boolean (true if the head is tracked).
« Hx,Hy,Hz: 3D position of the head in meters from the

Manipulate the objects, either using mouse-keyboard and Cam|_e|ra.d1

the actions in the "Action Menu” or using gesture and =~ 5_‘” . . .

speech as described in the following subsections « hilb: first hand present boolean (true if the first hand is
Group primitives into a single object: Use "Group-  (racked). - . .

>Select Group” to initiate grouping. Click on each sub- * hix,hly,h1z: 3D position of the first hand in meters from
object and to "Group>Select Next” until all sub-objects the camera.

are selected. Finally click on "GroupFinalize Selec- ——- Hand2

tion”. Alternatively, the corresponding gesture-speech « h2b: second hand prsent boolean (true if the second hand
commands can be used as described in the following is tracked).

subsections. « h2x,h2y,h2z: 3D position of the second hand in meters
Finally, use "File>>Save Selected” to save the object and from the camera.

use "Actions>Search for Similar” to search for similar — pginter

content. « px,py: the location pointed by the user on the screen in

Only after the 3D descriptor extraction is terminated use  pixels,
"Actions->Retrieve Object” to retrieve the similar 3D

——- Angl
objects from the database. nges

« ab: valid angles boolean (true if the two hands are tracked
and if at least one of the hand is in front of user head)

The 3D search engine uses as input a 3D triangulated model a0,al: angles and 3 of the hand.

in VRML format. The procedure for performing 3D searchis ____ TimeStamp

demonstrated in the batch file preprocess.bat. In particular the YYYY: year MM:month DD:day HH: hour MM:minute

user has to follow the next steps:

1)

2)

3)
4)

5)

6)

, SS:second ms: millisecond
Generate the voxel model: ExecuteR3DST-A o example when nobody is present the output of the
name.WRL", where "name.WRL" is the name of thesystem is:

VRML file. o Head,0,0.00,0.00,0.00,Hand1,0,0.00,0.00,0.00,
Generate initial descriptorsR3D ST _B name.vm K 16 Hand2,0,0.00,0.00,0.00,Pointer.-1280,-1024,

3", where "name.vm” the name of the voxel model filep 4165 0,0.0000,0.0000, Time Stamp,200508G9000.106
and "K”, "16”, "3” parameters of the algorithm.
Generate final descriptorsR3D.ST_C' name.Kraw00
25", where” name. Kraw_00" are the initial descriptors
Finally, file ”ST_Descr.Kraw_00.txt” is generated
which contains the final descriptors.

Perform matching: "Retrieve.exe
ST _Descr.Kraw 00.txt ~ DatabaseName”,  where
DatabaseName is either ITI, PB or All corresponding
in searching in the ITI the Princeton or both databases.
The retrieved object are listed in the resultsObject-
Name.txt file where ObjectName is the name of the
guery model.

2) Configuration and calibration:To configure the gesture
application, the value of several parameters can be set in
' <rep.config/pointage.cfy.

To configure the output socket or pipe:

o« FLUX_SORTIE: Set to 1,2,3 to use a pipe to give data
to another application on the same machine. Set -1 to
use a socket with a TCP/IP connection to give data to a
computer on the network.

o IPX_ADRESSE: four number for the ip adress of the
remote computer wheA'LUX _SORTIE = —1.
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« PORT: port used whe? LUX _SORTIE = —1. paper must represent the main part of the centre of the image.
To calibrate the camera and the screen (figure 23), sofdgce < W > is pressed, the paper must be hold during
parameters depending on their physical positions need toagout 10s. Then, in the console, the value for red and blue

set (all distances are in meters): parameters are display in one of the last line (for examqle:

« DISTANCE X CAMERA_CENTREIMAGE: distance ——Valeursactuellesdelacamra : R:13B : 47Ezp : 400 >
between the middle of the image and the camera on'Re€ans that ERED=13 and BBLUE=47 are the correct value).
axis. The other parameters of the config file concern the detection

« DISTANCE.Y_CAMERA _HAUTIMAGE: distance be- and tracking of body parts and should not be changed.

tween the upper bound of the image and the camera Bn How to use: speech recognition

Y axis.
. DISTANCE Z_CAMERA IMAGE: distance between the The speech recognition use the executable files:
screen and the camera on Z axis. <../-paroleV4/iomshett,
« ANGLE_ CAMERA: angle between camera axis and Z<-/-paroleVv4/bigfifo-
axis. and <../_paroleV4/tstmkvnb>
« HAUTEUR CAMERA: distance between the camera an#ith the model:
« TAILLE IMAGE X, TAILLE _IMAGE_Y: horizontal and for the vocabulary definition. To test the speech recognition
vertical size of the image. only, run the script< reco >. To change the number of
n-best results given change the parameter-sol =>. The
X _ 7 first lines output when a word is recognize are:
$ | . : | o 20050811;00711.858 speechstart
g AN 7 b5 20050811,00712.083 speechend
Yo ¥ || 1EXP: Src=si.inl;Type=f10.r10;File=5;
| .E Then each n-best result is given on a separate line:
D3 Mage v § Y Sol=1 ; Dec="balou” ; Score=1155 ; Gscore=-60976 ;
v 4 v NbFrames=38 ; Bnodes=81 ; Time=50 ;
|  Where <Sol=> is the rank of the n-best solutior;Dec=>
Screen contain the word recognized andScore=> is the solution
TAILLE_IMAGE_X . B score.
Ground Creiaa The speech commands available are :
Fig. 23. Parameters for the camera and image: (D1) DIS- TABLE |
TANCE_X_CAMERA _CENTREIMAGE. SPEECH COMMANDS
(D2) DISTANCE.Y _CAMERA_HAUTIMAGE.
(B3) HAUTEUR_.CAMERA. Nb  Speech Command Action
(D4) DISTANCE Z_CAMERA IMAGE. 5 no speech o action
(A) ANGLE _CAMERA. 1 mougli move
2 lache stop action
Some parameters defines the limits of the interaction field (in 3 lectionne select object
meters): 4 balou rotate object
: ) 5 chercanne scale object
¢ XE_MIN, XE_MAX: min and max X value for 3D 6 échec search object
coordinates. 7 click select group
o YE.MIN, YE_MAX: min and max Y value for 3D S prtiﬂ? :)?er,?c',ne 2?]Idecster|1§§tgorkgﬁgt
coordinates. 10 cavalier prend retrieve an object
« ZE MIN, ZE_MAX: min and max Z value for 3D coor- 11 pose save object
. 12 met le roi delete object
dinates. 13 met la reine clone object
The camera must be calibrated correctly. 14 OK. & start sketching

o RESOLUTION.CAMERA_X,
RESOLUTIONCAMERA.Y: work resolution of the _
camera (in pixels). E. How to use: fusion
« B_LEXPOSURE: exposure parameter for the camera. The file <fusion> mix the speech recognition and the
« B_RED, B.BLUE: white balance setting (from 0 to 64). gesture recognition and send all to the 3D application via a
The value of the parameters of the white balance deperfiéket connection. When gesture is mixed with speech, the
on lighting condition. To find the good value for these twarameter FLUXSORTIE must be egal to 3 so that gesture
parameters (BRED, B.BLUE) an automatic white balanceapplication output results on a pipe to fusion application.
procedure should be performed. A large white paper muk? change the IP adress of the computer where the 3D
be shown in front of the camera and W > key pressed application is, change the value of ADRESEEL in the
on the keyboard while gesture application is running. THenction void Acquerir().



