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   eNTERFACE Workshops 
          Actively building the European Research Area 

 
 
What are eNTERFACE workshops? 
 
The eNTERFACE summer workshops, organized by the 
SIMILAR, European Network of Excellence, are a new 
type of European workshops. They aim at establishing 
a tradition of collaborative, localized research and 
development work by gathering, in a single place, a 
group of senior project leaders, researchers, and 
(undergraduate) students, working together on a pre-
specified list of challenges, for 4 weeks. Participants 
are organized in teams, attached to specific projects 
related to multimodal interfaces, working on free 
software. 
First eNTERFACE’05 was held at Faculté 
Polytechnique de Mons, Belgium, in July-August 2005. 
Next one followed in Dubrovnik, Croatia, and was 
organized by Faculty of Electrical Engineering and 
Computing from Zagreb. eNTERFACE’07 workshop will 
be organized in Istanbul, Turkey, also in July-August 
2007 as the previous ones. 
 
 
What do eNTERFACE workshops produce as results? 
 
At the end of the workshop, a public presentation day 
is organized, in which the team leaders explain and 
demonstrate the results of their project. A press 
conference is also organized, to maximally publicize 
the event. All results, codes and data, are then made 
publicly available with an MIT-like open source 
license. 
Last but not least, the workshop proceedings are 
produced 6 weeks after the end of the workshop, in 
which each team contributes a 15pp. paper on the 
project they had to study, the related state of-the-
art, the problems encountered and the solutions 
proposed and implemented. 
But still more importantly, eNTERFACE workshops 
create a real transfer of know-how among 
participants, who continue to work together after the 
workshop has closed. They actively contribute to 
building the European Research Area, by establishing 
a tradition of localized collaborative research. 

             One working day at the eNTERFACE ‘06 
 

http://www.enterface.net/
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The eNTERFACE funding model 
No funding is provided by the organizers for researchers, but no registration fees are asked for 
either. Participants therefore have to pay for their travel, lodging, and catering expenses, 
using their SIMILAR finances or other EU, national, or regional funding. Catering and lodging is 
available from the University organizing the workshop, at minimal student rates. Some grants 
are available from scientific societies. 
A limited number of undergraduate students (typ. 10) are also selected (based on their CVs 
and recommendations from professors), whose travel and accomodation expenses are funded 
by the organizers. 
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The Summer Workshop on Multimodal Interfaces 

July 17th – August 11th, Dubrovnik, Croatia 

eNTERFACE ’06, the second in the series of eNTERFACE workshops, was hosted by the Faculty 
of Electrical Engineering and Computing, University of Zagreb and held at the Centre for 
Advanced Academic Studies in Dubrovnik, Croatia, from July 17th to August 11th, 2006.  
Following the general organization process of eNTERFACE workshops, nine projects were first 
selected on the basis of an international call for projects. From this list of projects, a call for 
participation was then launched internationally, and participants were selected on the basis 
of their CVs and potential input in the projects. This call resulted in the selection of 63 
researchers from 12 countries all around the world (but mostly Europe), organized in 9 teams.  

Country Researchers 
number Country Researchers 

number 
Belgium 11 Japan 4 
Canada 1 Spain 5 
Croatia 10 Switzerland 2 

Czech Republic 1 Turkey 7 
Estonia 1 United Kingdom 1 
France 11 Vietnam 1 
Greece 8   

Each team worked for a complete month on one of the following 9 challenges: 

1. An Agent Based Multicultural User Interface in a Customer Service Application 
Coordinators: Hung-Hsuan Huang, Prof. Toyoaki Nishida, Kyoto University, Japan; Prof. 
Igor Pandzic, Faculty of Electrical Engineering and Computing, Croatia; Prof. Yukiko 
Nakano, Tokyo University of Agriculture and Technology, Japan                                
This project aimed to explore the possibility of rapidly building multicultural ECA 
interfaces for customer service applications with a common framework connecting their 
functional blocks.  

2. Multimodal tools and interfaces for the intercommunication between visually 
impaired and “deaf and mute” people                                                        
Coordinator: Prof. Dimitrios Tzovaras, Informatics and Telematics Institute, Greece                          
The goal of this project was the development of a real time sign language tutoring tool 
related to a limited number of well defined gestures which associate hand gestures and 
head motion and facial expressions. This exhibited the feasibility of such a system which 
requires the fusion of three sources of information. 

 

http://www.caas.unizg.hr/
http://www.caas.unizg.hr/
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3. Sign Language Tutoring Tool                                                                        
Coordinators: Prof. Lale Akarun, Bogazici University, Turkey ; Profs. Alice Caplier & 
Michele Rombaut, Universite de Grenoble, France  
The goal of this project was the development of a real time sign language tutoring tool 
related to a limited number of well defined gestures which associate hand gestures and 
head motion and facial expressions. 

4. Multimodal Character Morphing                                                                    
Coordinators: Prof.  Yannis Stylianou, University of Crete, Greece; Thierry Dutoit, Faculte 
Polytechnique de Mons (FPMs), Belgium ; Profs. Antonio Bonafante & Ferran Marques, 
Universitat Politècnica de Catalunya (UPC), Spain)                                                               
This project aimed at performing high quality transformation on the multimodal 
recordings (audiovisual files) of a source speaker A. Using both voice conversion and video 
morphing, the result was the a set of audiovisual files with a target speaker B speaking 
with his/her own voice and acting like A does. 

5. Introducing Network-Awareness for Networked Multimedia and Multi-modal 
Applications                                                                                               
Coordinators: Prof. Maja Matijasevic, Faculty of Electrical Engineering and Computing, 
Croatia ;  Miran Mosmondor, Ericsson Nikola Tesla, Croatia           
The project objective was to create an application programming interface (API) which will 
enable multimodal application developers to create networked services for heterogeneous 
end-user devices, capable of requesting and adapting to network quality of service (QoS), 
but without the need to know the signalling protocol specifics.  

6. An instrument of sound and visual creation driven by biological signals 
Coordinators: Prof. B. Macq, Rémy Lehembre & Jean-Julien Filatriau, TELE Lab, UCL 
Louvain-La- Neuve, Belgium                                                                                                               
Pursuing this first eNTERFACE workshop, this project aimed to use biophysical signals 
(EEG, EMG, ECG, EOG, etc…) analysis to drive digital musical instruments, enhanced with 
a rich visual feedback, and playable in real-time. This year improvement the interaction 
musician-instrument by expanding the mapping between biological signals and synthesis 
parameters was done. 

7. Emotion Detection in the 
Loop from Brain Signals and 
Facial Images                      
Coordinators: Profs. Bulent 
Sankur & Lale Akarun, Bogazici 
University, Turkey ; Profs. Alice 
Caplier & Michele Rombaut, 
Universite de Grenoble, France   
This project aimed to develop 
techniques for multimodal 
emotion detection, one 
modality being brain signals via 
fNIRS, the other modality being 
face video and the third 
modality being the scalp EEG 
signal. 

 

http://enterface.tel.fer.hr/docs/CV/stylianou.txt
http://enterface.tel.fer.hr/docs/CV/ThierryDutoit.rtf
http://enterface.tel.fer.hr/docs/CV/RemyLehembre.pdf
http://enterface.tel.fer.hr/docs/CV/Jean-JulienFiltriau.pdf
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8. Realtime and Accurate Control of Expression in Singing Synthesis               
Coordinator: D'Alessandro Nicolas, Faculte Polytechnique de Mons (FPMs), Belgium       
The main purpose of this project was to develop a full computer-based system musical 
instrument allowing real-time synthesis of expressive singing voice. The expression results 
from the continuous action of an interpreter through a gesture controlled interface. Those 
gesture parameters influence the voice characteristics thanks to a particular mapping 
strategy.  

9. Multimodal Driving Simulator                                                                                               
Coordinators: Prof. Alice Caplier & Laurent Bonnaud, Universite de Grenoble, France; 
Prof. Laurence Nigay, Université Joseph Fourier, Grenoble, France; Prof. Dimitrios 
Tzovaras, Informatics and Telematics Institute, Greece                                                     
Facing the sophisticated sensing and interaction technology available in modern cars, this 
project aimed at designing and developing a multimodal driving simulator that is based on 
both multimodal driver's focus of attention detection and driver's state detection (i.e., 
stress and fatigue) as well as multimodal interaction for enhancing a driving task. 

The workshop finished on August 11th with the full day of project result presentations and 
demonstrations. Both the opening and the final day were covered by Croatian national 
television, so eNTERFACE featured on the national TV on three different occasions. 

All project results, TV recordings, press releases, photo gallery and other materials are 
available from the workshop web site:  http://www.enterface.net/enterface06 

 

http://enterface.net/enterface06
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Abstract—The advancement of traffic and computer networks 

makes the world more and more internationalized and increases 
the frequency of communications between people using different 
languages and expressing different nonverbal behaviors. To im-
prove communication of embodied conversational agent (ECA) 
systems with their human users, the importance of their capability 
to cover the cultural differences emerged. Various excellent ECA 
systems are developed and proposed previously, however, the 
cross-culture communication issues are seldom addressed by 
researchers. This project aims to explore the possibility of rapidly 
building multicultural and multimodal ECA inter-faces for cus-
tomer service applications with a generic framework connecting 
their functional blocks. 
 

Index Terms— embodied conversational agent, distributed 
system, blackboard, user interface, non-verbal interaction 
 

I. PROJECT BACKGROUND 
MBODIED conversational agents (ECA) are computer 
generated humanlike characters that interact with human 
users in face-to-face conversation and possess the follow-

ing abilities: 
• Recognize and respond to verbal and nonverbal input 
• Generate verbal and nonverbal output 
• Perform conversational functions (e.g. utterance turn tak-

ing, feedback and repair mechanisms) 
• Give signals that indicate the state of conversations as well 

as to contribute new propositions 
To achieve these features, system assemblies such as natural 

language processing, sensor signal processing, verbal and 
nonverbal behavior understanding, facial expression recogni-
tion, dialogue management, personality modeling, emotional 
modeling, natural language generation, facial expression gen-
eration, gesture generation, and CG animator are required. 
These functions actually involve multiple disciplines like A.I., 
computer graphics, cognitive science, sociology, linguistics, 
psychology, etc. They are in so broad range of research disci-
plines such that virtually no single research group can cover all 

aspects of a fully operating ECA system. Moreover, the soft-
ware developed from individual research result is usually not 
meant to cooperate with each other and is designed for different 
purpose. Hence, if there is a common and generic backbone 
framework that connects a set of reusable modulized ECA 
software components, the rapid building of ECA systems will 
become possible and the redundant efforts and resource uses of 
ECA researches can be prevented. For these reasons, our group 
is developing such a generic ECA platform and researching the 
adequate communicative interfaces between ECA software 
blocks. As a result, a basic system model is developed with a 
prototype system and described in the next section.  

On the other hand, the advancement of traffic and computer 
networks makes the world more and more internationalized and 
increases the frequency of communications between people 
using different languages and expressing different nonverbal 
behaviors. To improve the communication of ECA systems 
with their human users, the importance of their capability to 
cover the cultural differences emerged. Although various ex-
cellent agent interface systems are developed and proposed 
previously, the cross-culture communication issues are seldom 
addressed by researchers. 

II. PROJECT OBJECTIVES 
To explore the issues that may occur in multicultural com-

munication, especially nonverbal communicative behaviors 
performed spontaneously by humans; we propose this project 
with the objective to develop a customer service application 
with an ECA interface which serves human users from different 
cultures based on the generic ECA framework. Based on the 
discussion among the team members prior to the workshop, the 
target application is decided to be a tour guide agent of Du-
brovnik city where is specified as a UNESCO Worlds Heritage. 
Since most of the team members come from Japan and Croatia, 
it is most convenient to gather first-hand Japanese and Croatian 
cultural information where the differences are supposed to be 
fairly obvious. A guide agent dynamically changes its behav-
iors either in Japanese way or in Croatian way according to its 

An Agent Based Multicultural User Interface in a 
Customer Service Application 

Hung-Hsuan Huang1, Aleksandra Cerekovic2, Kateryna Tarasenko1, Vjekoslav Levacic2, Goranka Zo-
ric2, Margus Treumuth4, Igor S. Pandzic2, Yukiko Nakano3, and Toyoaki Nishida1 

1Graduate School of Informatics, Kyoto University, Japan, 2Faculty of Electrical Engineering and 
Computing, University of Zagreb, Croatia, 3Department of Computer, Information and Communication 
Sciences, Tokyo University of Agriculture & Technology, Japan, 4Institute of Computer Science, Uni-

versity of Tartu, Estonia 
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visitor was thus suggested. On the other hand, because of the 
lack of good-quality speech synthesizer/recognizer for Croatian, 
the guide agent will speak and listen to English in its Croatian 
mode. 

In this system, the agent mediates the site seeing information 
of Dubrovnik to its visitors via verbal and non-verbal interac-
tions. An example scenario is: when a visitor comes to the 
system, the system recognizes the visitor as a Japanese or 
Croatian from the combination of the speech recognizer’s result 
and the non-verbal behaviors of the visitor such as bowing in 
greeting in Japanese culture. The agent then switches to its 
Japanese mode, that is, speaks Japanese and behaves like a 
Japanese to accept and answer the queries from the visitor 
while performing culture-dependent gestures according to 
predefined scenarios in that session. At the same time, the 
visitor can interact with the agent not only by natural language 
speaking but also by non-verbal behaviors such as pointing to 
an object on the background image or raising his (her) hand to 
indicate that he (she) wants to ask a question. Besides, to reduce 
the system complexity and prevent the drawbacks come from 
an ill-implemented 3D environment, in the prototype system 
that is going to be implemented during eNTERFACE’06, scene 
transitions are approximated by camerawork and the changes of 
realistic background photos instead of building a full 3D virtual 
world. 

III. GENERIC ECA FRAMEWORK 
To connect many heterogeneous functional components to 

an integral virtual human, the consistency of all communication 
channels and the timing synchronization of all components will 
be very important issues. Also, to handle nonverbal inputs from 
humans, the capability to handle streaming data from sensors in 
real-time is indispensable. Our platform is built upon a routing 
and communication protocol of cooperating A.I. programs, 
OpenAIR [1]. The platform mediates the information exchange 
of ECA software components with XML messages via shared 
memory mechanism (blackboard or white boards in 
OpenAIR’s context) and will have the following advantages: 

• Distributed computing model over network eases the in-
tegration of legacy systems 

• Communication via XML messages eliminates the de-
pendency on operating systems and programming lan-
guages 

• Simple protocol using light weight messages reduces the 
computing and network traffic overhead 

• Prioritized messages make quality of service control pos-
sible and facilitates real-time event processing (not im-
plemented yet) 

• Explicit timing management mechanism (partially im-
plemented) 

• Support discrete messages and streaming sensor data at the 
same time (partially implemented) 

• The use of shared backbone blackboards flatten the com-
ponent hierarchy, shorten the decision making path and 
can realize reflexive behaviors 

• Possible to use multiple logically isolated blackboards 
rather than traditional single blackboard (not implemented 
yet) 

• Components can communicate with each other directly or 
via blackboard(s) (not implemented yet) 

• Easy to switch or replace components which have the same 
function if they understand and generate messages in the 
same type 

Figure 1 shows the conceptual diagram of the GECA 
framework and the configuration of the planed Dubrovnik tour 
guide agent. Based on this framework, we are specifying an 
XML based high-level protocol for the data exchanges between 
the components plugged into the GECA platform. Every 
GECA message belongs to a message type, for example, “in-
put.speech.text”, “output.action.speak”, etc. Each message 
type has a specified set of XML elements and attributes, for 
example, “intensity”, “duration”, “start_time”, etc. The 
message flow works like the following scenario upon the 
platform, when a component starts; it registers its contact in-
formation (unique name, IP address, etc) to CNS (Central 
Naming Service) component and subscribes its interested 
message type(s) to the AIRCentral component. Then the mes-

Fig. 1 The conceptual diagram of GECA framework and the configuration of the eNTERFACE06 
agent
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sages in those types will be sent to the component from the 
specified blackboard (or a whiteboard in OpenAIR’s termi-
nology) which behaves like a shared memory between the 
components when some other component published the mes-
sages. That component then processes the data it got and pub-
lishes its own output to the shared blackboard in certain mes-
sage type.  

By utilizing the communicative functions provided by the 
Air Plug libraries (currently we have developed the C#, C++ 
version libraries and a customized Java reference implementa-
tion from mindmakers.org) which are a part of the platform, an 
ECA system builder needs to develop a small piece program 
called a wrapper in order to handle and convert the input/output 
of an existing software component to be GECAML (Generic 
ECA Markup Language) compliant. After doing this, the het-
erogeneous nature of components that provide the same capa-
bility (for example, both of a MS SAPI4 TTS and a JSAPI TTS 
provide the same capability of the agent, i.e. to speak out from 
text) can be hided and behave identically to the other software 
components. 

IV. DUBROVNIK TOUR GUIDE AGENT 
During the eNTERFACE06 project’s four-week period, the 

participants of this project cooperated to develop the tour guide 
agent described in section II. In this section, we discuss the 
GECA software components that are used in this project and 
the main tasks that were dealt during the project period. 

A. Software Component Configuration 
This agent was planned with the component configuration 

depicted in Figure 1. The follows are the brief descriptions of 
those software components.  
C01. Motion capture component. This component utilizes a 

simple motion capture device [2] using IR technology to 
roughly approximate a predefined set of human visitor’s 
non-verbal behaviors. 

C02. Data glove component. This component acquires data 
from a data glove hardware device and reports recognized 
movements of the visitor’s fingers to the other compo-
nents. 

C03. Japanese speech recognition component. This component 
is a wrapped SAPI-5 Japanese recognition engine, Julius 
[3] and has been implemented. 

C04. Motion sensor component. This component acquires data 
from a 3 dimensional acceleration sensor [4] which is 
attached on the visitor’s head to detect head shaking and 
nod movements. This component has been implemented. 

C05. Japanese spontaneous gesture generating component. 
This component is a wrapper of CAST [5] engine which 
generates the type and timing information of spontaneous 
gestures from Japanese utterance input string. This 
component has been implemented. 

C06. AIML interpreter components for Japanese. This com-
ponent wraps a Java implementation [6] of AIML [7] 
interpreter. It reads one or more AIML scripts which 
specify the agent’s verbal and nonverbal responses to 
certain input behaviors from the visitors. Therefore, this 

component behaves like the brain of the agent and thus 
the current agent shows only reflexive behaviors with 
some context referencing capability comes with AIML 
and has no internal state. Besides, because the original 
AIML does not accept customized tags, a set of tags 
specifying visitor’s non-verbal inputs and agent’s 
non-verbal outputs must be encoded into the script. The 
wrapper of this component has been implemented but the 
scenario script(s) has to been defined during the eN-
TERFACE workshop. 

C07. AIML interpreter components for English. The same as 
above except this component handles English inputs / 
outputs. 

C08. English spontaneous gesture generating component. This 
component is a wrapper of BEAT [8] which generates the 
type and timing information of spontaneous gestures 
from English utterance input string. This component has 
not been implemented yet. 

C09. English speech recognition component. This component 
wraps a speech recognition engine to recognize English 
speaking of the visitor and from predefined grammar rule 
and sends the recognized result as a text string to the 
subscribed components. This component has not been 
completed yet. 

C10. English Text-To-Speech component. This component 
wraps an English Text-To-Speech (TTS) engine to gen-
erate the voice output of the agent and visime events to 
drive the character animator to move the agent’s lips. This 
component has not been completed yet. 

C11. Animation category component. This component is a 
database storing the number values of MPEG4 FBA pa-
rameters of a predefined set of animation / action to drive 
the character animation in real-time. This component has 
not been implemented yet. 

C12. Character animation player component. This component 
is a wrapped character animation player which is im-
plemented in visage|SDK [9]. It accepts driving event 
messages from the animation category and speech syn-
thesizer component and performs the specified character 
animation. 

C13. Central controlling component dedicated to ECA. This 
component is one part of the OpenAIR server and handles 
synchronization among the components, ensures integrity 
of all output modals, selects the actions to perform if there 
is some contradiction.A conclusion section is not re-
quired. Although a conclusion may review the main 
points of the paper, do not replicate the abstract as the 
conclusion. A conclusion might elaborate on the impor-
tance of the work or suggest applications and extensions.  
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However, during the development period, there were some 
modifications made to the original plan. Because the venue of 
the workshop is in Croatia, we decided to use pre-recorded 
Croatian voice instead of English TTS and use English speech 
recognition engine to recognize a limited range of Croatian 
vocabularies. Figure 2 shows the data flow among the com-
ponents of the actually built Dubrovnik tour guide agent. The 
speech recognition component and sensor components gather 
and recognize the verbal and nonverbal inputs from the human 
user and send the results to the AIML component. The inputs 
from different modals are combined by the wrapper of AIML 
component and are matched with predefined scenario AIML 
scripts. The AIML then sends the matched response which may 
include utterance and action tags to speech synthesizer and 
animation category component. Depends on the design of the 
spontaneous gesture generating component, the speech syn-
thesizer component may output the generated voice by itself 
and send the visime events to the animator to drive the agent’s 
lips or leave these jobs to the other components. In either way, 
timing information is sent to the spontaneous gesture generator. 
The spontaneous gesture generator inserts action tags into the 
utterance according to the timing information from the speech 
synthesizer and its natural language tagging companion. The 
animation category listens to action queries from the sponta-
neous gesture generating component or the AIML component 
and sends FBA (Facial Body Animation) parameters to drive 
the character animator. The character animator listens to action 
and visime events and play them in real-time. Some character 
animators (e.g. visage) may also provide TTS support; in that 
case, it also listens to the utterance output of the spontaneous 
gesture generating component. Furthermore, shortcuts between 
the sensor components and the animator that bypass the pipe-
line are allowed and make reflexive behaviors of the agent 
possible, and this is one of the strengths of this framework over 
the other ECA architectures. 

B. Non-verbal input recognition 
To provide an immersive environment for the user to interact 

with the tour guide agent, a LCD projector with 
tilt-compensation function is used to project a large enough 
image of the agent on the screen. The user then stands in front 
of the screen and interact with the guide agent as (s)he is really 
in the virtual Dubrovnik space. 

In the non-verbal input recognition issue, the aim is to detect 
the following behaviors from the user: 
• Get the agent’s attention 
• Point to the interested objects shown on the display 
• Show the willing to ask a question 
• Interrupt the agent’s utterance 
• Shake head and nod to express positive and negative an-

swers 
Because of the nature of the eNTERFACE workshop, only 

small size and portable sensor devices are adopted in this pro-
ject. These non-verbal behaviors are recognized by using the 
data from data gloves, infrared camera, and acceleration sen-
sors. 
Nissho Electronics Super Glove  

This data glove is a simple wearable input device which user 
can put on his right hand to detect finger curvature. Ten sensors, 
two for each finger, are used to detect how fingers are bent. 
Prior to first use, user must calibrate the glove's sensor readings 
by putting the fingers into three different positions. Data glove 
is connected with a cable to the control box which is a power 
input device and a processing unit of the data collected from the 
sensors. Control box can be connected to the PC with a serial 
cable and a serial port reader can be used to read the glove data. 
Data from the glove is represented with thirty ASCII characters. 
Three ASCII characters are assigned to each sensor where 
"000" means that a finger is straight and "900" means that it is 
fully curved. In a program we developed, we assign a threshold 
value of when finger becomes bent, which means that we detect 
only two states of the finger. By mapping finger shapes into the 
gestures it is easy to detect different kinds of positions like 
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Fig. 2 The data flow of the Dubrovnik tour guide agent
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pointing or five fingers straight. 
NaturalPoint OptiTrack FLEX3 

Infrared reflecting materials are used to help detecting the 
approximate pointing direction of the user's right hand. Mate-
rial in a shape of a strap is put around the wrist of the right hand 
and its spatial coordinates are detected by the OptiTrack in-
frared camera and projected into the 2D plane. 

During initial use, system must be calibrated. To calibrate the 
system, user stands in front of the projection screen and a 
camera and follows the software instructions to point to the 
each corner of the projection screen. Projected coordinates of 
the upper corners are bent inward and give overall projection 
shape resembling the trapezoid because camera stands closer to 
the floor. The concept is shown in figure 3. That inevitably 
leads to the curved projection of the hand movement. Never-
theless, it is assumed that interesting scenario objects will have 
perceivable size compared to the projection screen and that 
approximate pointing coordinates should be detectable. 

After the trapezoid's corner points are calculated we ap-
proximate the area of hand movement with a rectangle by av-
eraging trapezoid's neighbor values. The projection screen is 
divided into the grid of arbitrary size. When user is pointing to 
the screen, his pointing coordinates are inside one of the grid's 
cell. Interesting scenario objects are mapped to distinct cells 
and therefore pointing at scenario object can be easily detected. 
This concept is shown in figure 4. 

Camera's API gives us the information of where the detected 
object's center of mass is. If multiple infrared sources exist, 
more than one center of mass will be detected. This can espe-
cially occur when marker, due to the various reasons, has in-
terruption in continuity of its area. To remove that problem, we 
use K-Means algorithm to group close centers. Software also 

removes all centers which show spatial stability in time. Such 
an example is a LCD projector which is put in front of the 
camera and disturbs the detection by constantly emitting the 
infrared light. 

Software detects hand stability and waving. To detect if user 
holds his hand in a stable position, we need a time buffer of 
marker coordinates. Buffer size is determined by the camera's 
frame rate. After each frame algorithm calculates the central 
point of all points in a buffer and distance from that central 
point to each other point in a buffer. If all distances are below 
the predefined percent of screen width, hand stability is alerted. 

Swing is defined as a hand movement from one point to an-
other, before hand changes movement direction. Software 
detects waving which goes from the elbow to the forearm, 
where the marker's waving is visible on the screen and recog-
nizable by the system. Waving pattern is characterized with two 
specific features. First one is that a length of each swing is 
approximately the same as a previous one. Also, we tend to 
wave in a constant speed without variations in a hand move-
ment. Therefore, gradient of a hand movement and movement 
length seem like a suitable features to detect the waving. To 
detect the hand movement, buffer is filled with the waving data. 
Each change in direction of the marker that is larger than some 
threshold is detected as a new swing. Pivot element, first ele-
ment in a buffer, is taken as a reference point to calculate if 
waving is occurring. By comparing other waving elements 
found in a buffer with a pivot element, specifically their gra-
dient, length and number of swings, we may detect and sig-
nalize the waving. 
NEC/Tokin 3D Motion Sensor 

It is a sensor that can detect the change of acceleration in 
three dimensions. This small-size sensor is attached on the top 
of the headset that is usually used for gathering speech inputs, 
and the data from it is used to detect the movement of the user’s 
head. A component that detects two types of head movements, 
nodding and shaking was developed. It generates output mes-
sage to represent positive (nodding) and negative (shaking) 
verbal answers. Therefore, the user can nod instead of saying 
“yes” or shake his (her) head instead of saying “no.” 

Data glove and hand movement detection programs work as 
a separate .NET applications. Each program has an OpenAir 
plug implementation, sending the data which InputManager 
component receives and combines into the new output (see 
Table 1). InputManager component acts as a fusion component 
of the different input modalities, and is made as a simple state 
machine. It sends the output only when new gesture is detected. 

Upper left corner 
point where the user 
points.

Averaged 
pointing 
coordinates

Camera  screen 
capture area

Upper left corner 
point where the user 
points.

Averaged 
pointing 
coordinates

Camera  screen 
capture area

Fig. 3 The calibration of project 2D coordinates 

Poiont at cell [0,0]

Grid is set as 2 X 2 
array

Poiont at cell [0,0]

Grid is set as 2 X 2 
array

Fig. 4 Mapping between raw data and application coordi-
nates
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TABLE 1 
THE USE OF SENSOR DATA 

Component 
name 

finger_shape 

Type Content Description 
FiveUps Five fingers 

straight 
Pointing 2 finger straight 
Victory 2,3 fingers straight
Unknown Any other combi-

nation 

Outputs 
in-
put.shape.fin
gers 

  
Component 
name   

wrist_position 

Type Content Description 
UNKNOWN[X,Y 
or OUTSIDE], 
where the X,Y is 
the cell where the 
marker is detected 

 

WAVING_DETE
CTED[X,Y | 
OUTSIDE] 

 

HAND_STABLE[
X,Y | OUTSIDE] 

 

Outputs 
in-
put.position.
wrist   

CALIBRATION[c
alibration mes-
sage] 

Sends the message 
in which status the 
calibration is 

Component 
name  

input_manager 

Type Content Description 
POINTING[X,Y|O
UTSIDE] 

Pointing + 
HAND_STABLE 
+ coordinates 

WAVING FiveUps + 
WAVING_DETE
CTED  

ATTENTION FiveUps or Vic-
tory + 
HAND_STABLE 

UNKNOWN  

Outputs 
in-
put.manager.
fusion 

  

C. Croatian Speech Input / Output 
As there is no Croatian speech recognizer it is decided that 

we will use English speech recognizer to recognize Croatian. 
Therefore simple rule grammar had to be created to recognize 
some words according to the agent scenario. The grammar for 
Croatian is defined by using English alphabet to approximate 
the pronunciation of Croatian even those words do not exist in 
English. CloudGarden [10] library is used to access SAPI5 
compliant Speech-Recognition engine by standard Java Speech 
SAPI. 

It was possible to create grammar according to the scenario 
to make English speech recognizer to recognize Croatian. We 
have made such grammar to recognize both only Croatian 
words and whole sentences. Both ways were quiet successful. 
However, several problems came out. Some Croatian words 
were impossible to write with English alphabet, therefore it was 
better to avoid them and use some other words instead. Also, if 
grammar contained several very similar words, they were 
sometimes mixed by recognizer, so it is better to choose words 
that are not so similar (since scenario was not that strict this was 
possible). And the last thing, although the recognition worked 
with all tested subjects, recognition with some was slightly 

better. 
Once we had Croatian scenario, a native Croatian speaker 

has recorded speech the agent was supposed to say in certain 
situation in the noise free room. By applying a lip sync appli-
cation we have [11], which takes speech as input and gives 
animation (of the lips) as output, we have created animation 
from the prepared speech files.  

Our automatic lip sync system determines the motion of the 
mouth and tongue during the speech by speech signal analysis. 
Neural networks are used to classify the speech into a sequence 
of visemes (visual representatives of phonemes). In order to 
obtain training data for the NNs, a training set with visemes was 
collected. The speech is first preprocessed. Input in NNs are 
MFCCs calculated from training data and output is different 
viseme classes. When correct viseme is chosen, it can be sent to 
animated face model. MPEG-4 standard is used for generating 
facial animation since facial animation can be generated for any 
parameterized face model if the visemes are known. The 
method is implemented in C++. The program reads speech 
from pre-recorded audio files and continuously performs 
spectral analysis of the speech. Suitable visemes are shown on 
the screen or saved in the FBA file. 

At the end, we had a pair of speech-animation files for every 
situation according to the scenario. 

D. Action Animation Database 
By an animated action we mean a set of Face and Body 

animation parameters displayed within the same time interval 
to produce a visual agent action, such as nod or gesture.  The 
queries for animated actions for the agent are stored in the 
AIML script. A single database query corresponds to an AIML 
category consisting of a pattern (typically, a human’s action ) 
and a template, the agent’s reaction to the pattern. The de-
scription of an animation, which is to be started simultaneously 
with a particular part of the agent’s utterance, is incorporated in 
the <template> tag using the “[“  and  ”]”  characters.  

Below is a simple example of an AIML category with 
non-verbal input/output descriptions: 
 
<category> 
<pattern>What is this 
[PointingAt Object=“monastery”]                                      
</pattern><template>This is the big Onofrio’s Fountain 
[Action Type="pointing" SubType="Null" Duration="2300" 
Intensity="0" X="0" Y="0" Z="0" Direction="rightUp" 
ActivationFunction="sinusoidal"/] built in 15th 
century. The Fountain is a part of the town's water 
supply system which Onofrio managed to create by 
bringing the water from the spring located 20 km away 
from town.</template></category> 

 
Here, the non-verbal action “pointing” of the agent character 

is described. Its duration is specified by opening tag and closing 
tags that enclose a segment of an utterance and thus the actual 
value depends on the TTS (Text-To-Speech) synthesizer if it 
supports prior phoneme timing output or absolute values in 
milliseconds. The attribute SubType has the value of “Null”, 
as there are no possible subtypes defined for it. The “Intensity” 
attribute is to have integer values, with “0” value meaning that 
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the intensity is not specified for the action in question. Other 
actions, for which the attribute “intensity” has sense, do have 
an intensity scale specified. For example, to distinguish be-
tween a slight bow used while greeting in European countries 
from the deep Japanese salutation bow, we introduce a scale of 
values for the “bow” action.  

Further, we envisage the use the coordinates (“X”, “Y”, “Z”) 
integer-valued attributes in the future. The meaning of these 
coordinates will be dependent on the action. For example, for 
the “pointing” action such this triad would mean the position on 
the background screen where the agent is supposed to point. At 
the moment the alternate attribute “Direction” is used.  

The “ActivationFunction” attribute stands for the dynamics 
of the action. Possible values are “linear”, which uses a linear 
function to activate the corresponding MPEG4 Face and Body 
Animation parameters (FAPs), “sinusoidal”, which uses 
trigonometric functions to activate the FAPs, and “oscillation” 
function, which is used for the repeated actions, such as “Nod-
ding” or “HeadShaking”. In addition to these attributes, the 
attribute “sync” with possible values “PauseSpeak”, “Be-
foreNext”, “WithNext” specifies the synchronization between 
non-verbal actions and speech synthesizer. 

The action “pointing” is an invocation of one character ac-
tion with the name “pointing” which is stored in a high-level 
action database. The database is currently implemented as one 
part of the visage animator and stores low-level MPEG4 FBA 
parameter specifications as well as run-time configurable pa-
rameters for high-level action invocations. 

Visage operates with FBAPs – a large set face and body 
animation parameters, specified by MPEG4. FBAPs are di-
vided into FAPs (Face animation parameters) and BAPs (body 
animation parameters). The BAP parameters are the angles of 
rotation of body joints connecting different body parts, such as 
toe, ankle, knee, hip, spine joints, shoulder, clavicle, elbow, 
wrist, and the hand fingers. There are 64 low-level FAPs, 
which are closely related to muscle actions and represent a 
complete set of basic facial actions, and two high-level FAPs 
(expression and viseme). 

Example: by analyzing the videos, we found that for the 
pointing gesture can be animated by manipulating such FAPs 
as head_yaw and head_pitch, and the following BAPs: 
l_shoulder_flexion, l_shoulder_abduct, 
l_shoulder_twisting, l_elbow_flexion. We ran a series of 
experiments to set the values of these parameters. 

The analysis of videos to create gestures was pretty difficult 
because we did not use any tool that would translate a gesture in 
to a set of FBAPs. Without it took us from 5 to 30 experiments, 
depending on the complexity of the action, to adjust the pa-
rameters for an action. Needless to say, that such approach is 
rather time-consuming.   

Then, for the most of the actions implemented in our system, 
we divide the duration of it into 3 states: attack, sustain and 
decay. For each of the intervals, depending on the activation 
function of the action in question, we define how the parameter 
value changes as a function of time. For example, in case of 
sinusoidal function (as is with the pointing gesture), in the 

attack phase, the value of the parameters changes as a sinu-
soidal (increasing function) function of time, whereas in the 
sustain (i.e. peak) phase it changes as a constant. Finally, in the 
decay phase the corresponding function is cosinusoidal (de-
creasing). The character animation created for this application 
is listed in Table 2. 
Cultural differences through the non-verbal behavior of 
the agent 

  We observed analyzed non-verbal behaviors of Japanese 
tour guides and took videos. As a result, we tried to implement 
these features in our agent. Also, some very typical emblem 
Japanese gestures, that are not inherent to the European culture, 
were implemented. For example, the so-called “handsCrossed” 
gesture. This gesture seems to be pretty unique, and normally 
draws attention of Western people who first come to Japan and 
are used to head shaking or simply verbal expression of pro-
hibition (See Figure 5 and Figure 6). In Japanese culture, to 
show that something is prohibited, people tend to cross their 
hands before the chest. Sometimes, this action is accompanied 
with head shaking. Similarly, our agent uses this gesture when 
prohibiting in the Japanese mode, in contrast to the European 
mode, where only head shaking is envisaged. 

 

Fig. 6 Another example is the “Negation” gesture in the Japanese mode: 
waving with a hand while the arm is extended. In Japan, the negation is 
expressed by shaking one’s upright hand near one’s mouth with two 
thumbs closer to one’s face. Sometimes shaking head sideways is also 
added. When asking to wait, Japanese people usually show the palm of 
one hand to another person. At times, both hand maybe used. 

Fig. 5 A Japanese emblem gesture to show prohibition
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TABLE 2 
CHARACTER ACTION ANIMATION CREATED FOR THE DUBROVNIK GUIDE 

APPLICATION 
  Gesture/attributes Values Meaning 
Pointing:  

- Direction 
 
left, leftUp, right, 
rightUp, rightFor-
ward, leftForward, 
backH, backE 

The agent points in the 
directions that semanti-
cally correspond to the 
values defined for this 
attribute. In future, we 
plan to use the coordi-
nates on the screen to 
which the agent should 
point. Thus using direc-
tion instead of the coor-
dinates is a temporarily 
solution. “backE” and 
“backH” values represent 
variations of gestures 
with the elbow bent.  

Bow 
     -Intensity 

1-3 1 corresponds to a shal-
low bow, using only head; 
2- 
is a deeper bow, very 
frequently used by Japa-
nese people in a daily 
conversations, 
3-corresponds to a very 
polite bow, showing a 
high respect to the listener

Invite 
     -Subtype 

Croatian, Japanese The “invite” action  of the 
“Croatian” subtype 

is waving upwards and 
then backwards with the 
left hand, a somewhat 
informal emblem gesture 
meaning inviting. The 
action of the subtype 
“Japanese” has not been 
implemented yet.  

HandsCrossed  This is an emblem Japa-
nese gesture, meaning 
that something is not 
allowed. The hands are 
crossed in front of the 
lower part of the chest  

Nodding  The action meaning both 
in Croatian and Japanese 
agreement, consent. 

ShakeHead  The action meaning both 
in Croatian and Japanese 
negation or disapproval. 

Extend [at the moment, “ex-
tend” means extend-
ing the right arm. In 
the future we might 
need extending the 
left arm as well. Thus, 
the subtype attribute 
might be introduced 
with the “left/right” as 
possible values.] 

This action means right 
arm extended with the 
palm open and oriented 
upwards. The meaning in 
the Japanese culture is 
“wait please”  

Wave [at the moment, 
“wave” means waving 
with the right hand. In 
the future we might 
need waving with the 
left hand as well. Thus 
the subtype attribute 
might be introduced 
with the “left/right” as 
possible values.] 

This action means oscil-
lating right hand waving. 
Used in combination with 
the “extend” action as 
part of the Japanese 
gesture meaning “No. 
This is not true”.    

Expression “smile” This value corresponds 

     -Subtype facial expression “joy” 
defined in the Class 
SimpleFacialExpression 

Walk 
     -Direction 

“right”, “left”, “back” The agent walks in the 
directions that semanti-
cally correspond to the 
values defined for this 
attribute. In future, we 
plan to use the coordi-
nates on the screen to 
which the agent should 
walk. Thus using direc-
tion instead of the coor-
dinates is a temporarily 
solution.  

Beat 
     -Subtype 

“a” –“e” Waving spontaneous 
gestures with either one 
or both arms, used by the 
BEAT engine.  

Contrast 
     -Subtype 

“a” –“c” Waving spontaneous 
gestures with either one 
or both arms, used by the 
BEAT engine.NOT 
IMPLEMENTED YET 

Warning  An emblem gesture 
meaning danger : the 
elbow bent and the hand 
raised. 
 In future, the finger 
feature needs to be im-
plemented, i.e. the point-
ing finger only pointing 
upwards.  

 
In addition to the character action specification tags, ani-

mator controlling tags such as “Scene” are also defined. This 
tag informs the animator to switch scene settings while the 
scenario advances. Besides, the “PointingAt” tag is generated 
by a component which maps raw coordinate data to object 
names according to the information provided by motion capture 
device and scene changing messages. 

E. Character Animator 
During the workshop, the main improvement upon the 

character animator is the adoption of ARToolkit [12] to align 
the position of the character with the background images. 

The ARToolKit 2.65 video tracking libraries capture real 
time input from real camera and detect presence of the marker 
in the input picture. If marker is detected, real camera position 
and orientation relative to physical markers in real time are 
calculated. Calculated parameters are used for rendering a 
virtual object on physical marker.  

The main idea is to use ARToolkit libraries in one separate 
application that will recognize marker on the static picture 
(background picture). Marker will define the a position of the 
agent character on the picture. As output, this application will 
give calculated parameters that will be used in Visage player 
for rendering the agent character aligned with a same back-
ground, but without marker on the picture. In order to realize 
this, two pictures of the same background had to be taken, one 
with and another without marker. 

At first, some modifications to existing Simple demo appli-
cation, created by ARToolkit developers, had to be made. 
Simple application is programmed in Visual Studio 6.0 in C 

                                                8



eNTERFACE’06, July 17th – August 11th, Dubrovnik, Croatia  ⎯ Final Project Report 
 

 

program language. Application is considering video stream in 
input and during continuous reading of sequential pictures from 
frames it is recognizing marker in each picture, if present. 
Markers on the picture are distinguished by pattern objects that 
are previously saved by another application, called Make pat-
tern. If the marker is recognized, parameters of the modelview 
matrix and projection matrix needed for drawing virtual object 
on a marker are calculated for every picture. After that, function 
for drawing virtual object on physical marker is called.  As 
result of Simple application, an output window where input 
picture align with virtual object on the marker, if present, is 
displayed.  

In order to read a static picture from specified location in-
stead of real time input from camera, eight functions that are 
receiving video input in ARToolkit are changed to return 
NULL value. Size of the display window that was calculated 
automatically by video functions is increased by decreasing 
zoom value while displaying main window. As size of a picture, 
a constant value 1250x 937 is set. For reading static pictures 
into unsigned bytes is used Sourceforge DevIL library.  

After these modifications several tests of a Simple applica-
tion with various .jpg pictures are done. Pictures are made by 
camera and are differed in the position and rotation of the 
marker. Marker is put on the floor with a different distance 
relative to the camera and also on top of the tripod. These 
pictures are then used as input value to Simple application in 
order to check percentage of detection. When application is 
started, specified picture is read into unsigned bytes. After that, 
read bytes are checked if specified marker (saved by Make 
pattern) is present. If marker is detected, as output of modified 
Simple application, static picture with virtual object on the 
marker is displayed. In the same time, calculated parameters are 
saved in .txt file.  

As a result of the tests, in output window only 20% of 
markers on various pictures are detected.  Results of these tests 
were not satisfying.  

In the all pictures that were detected in previous test, markers 
were put in the front of the camera on the floor and were 
lightened. Pictures with marker on the tripod had also good 
results, but they were not considered in later work because of 
the susceptibility of a marker position. If marker is slightly 
moved on the tripod, virtual object that is rendered on the 
picture is moved. Besides that, marker attached on the tripod 
was slightly rotated to the floor, so local coordinate system of a 
virtual object wasn’t aligned to the floor. Conclusion of this test 
is to use a bigger marker and to lay it on the floor without 
presence of any shadow on the marker. 

Further, different results of detection were also noticed in the 
two other things. In Simple application threshold value of an 
input picture can be changed manually. In some of the pictures 
that had bad results, marker was detected for changed threshold 
values. Second, new Make pattern application is made. Origi-
nal ARToolkit version of the Make pattern application was 
used to save marker pattern from picture captured by USB 
camera. New Make pattern application that is created can de-
tect and save presence of marker from a static picture. There-

fore, two different pattern objects for one marker can be used as 
input of Simple application. 

Input value of final application is set of picture’s names to be 
processed. After one picture is being read, presence of the 
marker on the picture is checked for different threshold values 
and both patterns made by Make Pattern application. This 
parameters are changed automatically in the application until 
marker on the picture is recognized. Output of the application is 
display window with static picture and virtual object and text 
file with parameters of the modelview matrix and projection 
matrix for each input picture. Output text file can be used by 
Visage player for positioning the agent character depending of 
the loaded background picture. 

Output values, parameters of final background image 
alignment application give very good results in alignment of 
the agent character to the background image in Visage Player. 
However, this result can be used for only one picture separately. 
Later improvements of this system can include continuous 
scene transitions. The main idea is to generate continuous 
scenes while agent is walking, e.g. walking around circular 
fountain.  In order to do realize this idea, detection of two 
different markers on the set of static pictures has to be included 
in Simple application. Set of static pictures has to be made 
while moving camera and continuously changing position of 
one marker after another, like character is walking. After this, 
output values of application will be two pairs of parameters for 
each picture. Later, these parameters can be used in Visage 
Player to calculate position of virtual character while moving 
from one picture to another. 

V. PROJECT OUTCOME AND CONCLUSION  
To the end of the workshop, we could not manage to achieve 

all of the planned project objectives. The individual non-verbal 
input components and Croatian speech contents are completed 
but are not integrated into the system. The final demonstration 
was done with a Dubrovnik guide agent running in two modes, 
English and Japanese modes. In Japanese mode, since there is a 
spontaneous gesture generating component, the agent’s pres-
entation looks more natural because the beating gestures per-
formed at the timing generated by CAST engine. On the other 
hand, in English mode, the agent performs scripted gestures 
only. 

However, this is our first time to apply the GECA framework 
to a larger and non-trivial testing application. We got some 
valuable experiments in component development and message 
specifications. Automatic character-background alignment 
application is developed and a suitable parameter set for dy-
namically configurable character animation is explored. 
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Multimodal tools and interfaces for the 
intercommunication between visually impaired 

and “deaf and mute” people 
Konstantinos Moustakas, Georgios Nikolakis, Dimitrios Tzovaras, Benoit Deville, Ioannis Marras and 

Jakov Pavlek  

 
Abstract— The present paper presents the framework and the 

results of Project 2: “Multimodal tools and interfaces for the 
intercommunication between visually impaired and “deaf and 
mute” people”, which has been developed during the 
eNTERFACE-2006 summer workshop in the context of the 
SIMILAR NoE. The developed system aims to provide 
alternative tools and interfaces to blind and deaf-and-mute 
persons so as to enable their intercommunication as well as their 
interaction with the computer. All the involved technologies are 
integrated into a treasure hunting game application that is jointly 
played by the blind and deaf-and-mute user. The reason for 
choosing to integrate the multimodal interfaces into a game 
application is that it serves both as an entertainment and as a 
pleasant education tool to its users. The proposed application 
integrates haptics, audio, visual output as well as computer 
vision, sign language analysis and synthesis, speech recognition 
and synthesis, in order to provide an interactive environment 
where the blind and deaf and mute users can collaborate in order 
to play the treasure hunting game. 
 

Index Terms—Multimodal interfaces, Rehabilitation 
technologies, Virtual Reality.  

I. INTRODUCTION 
 
URING the latest years there has been an increasing 

interest in the Human-Computer Interaction society for 
multimodal interfaces. Since Sutherland's SketchPad in 1961 
or Xerox' Alto in 1973, computer users have long been 

acquainted with more than the traditional keyboard to interact 
with a system. More recently with the desire of increased 
productivity, of seamless interaction and immersion, of e-
inclusion of people with disabilities, as well as with the 
progress in fields such as multimedia/multimodal signal 
analysis and human-computer interaction, multimodal 
interaction has emerged as a very active field of research (e.g. 
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[1], [2]).  
Multimodal interfaces are those encompassing more than 

the traditional keyboard and mouse. Natural input modes are 
put to use (e.g. [3], [4]), such as voice, gestures and body 
movement, haptic interaction, facial expressions and more 
recently physiological signals. As described in [5] multimodal 
interfaces should follow several guiding principles: multiple 
modalities that operate in different spaces need to share a 
common interaction space and to be synchronized; multimodal 
interaction should be predictable and not unnecessarily 
complex, and should degrade gracefully for instance by 
providing for modality switching; finally multimodal 
interfaces should adapt to user's needs, abilities, environment. 

A key aspect in multimodal interfaces is also the integration 
of information from several different modalities in order to 
extract high-level information non-verbally conveyed by 
users. Such high-level information can be related to 
expressive, emotional content the user wants to communicate. 
In this framework, gesture has a relevant role as a primary 
non-verbal conveyor of expressive, emotional information. 
Research on gesture analysis, processing, and synthesis has 
received a growing interest from the scientific community in 
recent years and demonstrated its paramount importance for 
human machine interaction (see for example the Gesture 
Workshop series of conferences started in 1996 and since then 
continuously growing in number and quality of contributions; 
a selection of revised papers from the last workshop can be 
found in [6]). 

The present work aims to make the first step in the 
development of efficient tools and interfaces for the 
generation of an integrated platform for the 
intercommunication of blind and deaf-mute persons. It is 
obvious that while multimodal signal processing is essential in 
such applications, specific issues like modality replacement 
and enhancement should be addressed in detail. 

In the blind user’s terminal the major modality to perceive a 

D
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virtual environment is haptics while audio input is provided as 
supplementary side information. Force feedback interfaces 
allow blind and visually impaired users to access not only 
two-dimensional graphic information, but also information 
presented in 3D virtual reality environments (VEs) [7]. The 
greatest potential benefits from virtual environments can be 
found in applications concerning areas such as education, 
training, and communication of general ideas and concepts 
[8]. Several research projects have been conducted to assist 
visually impaired to understand 3D objects, scientific data and 
mathematical functions, by using force feedback devices [9].  

PHANToM™ is one of the most commonly used force 
feedback device; it is regarded as one of the best on the 
market. Due its hardware design, only one point of contact at 
a time is supported. This is very different from the way that 
we usually interact with surroundings and thus, the amount of 
information that can be transmitted through this haptic 
channel at a given time is very limited. However, research has 
shown that this form of exploration, although time consuming, 
allows users to recognize simple 3D objects. The 
PHANToM™ device has the advantage to provide the sense 
of touch along with the feeling of force feedback at the 
fingertip. Another device that is often used in such cases is the 
CyberGrasp that combines a data glove (CyberGlove) with an 
exosceletal structure so as to provide force feedback to each of 
the fingers of the user (5DoF force feedback, 1DoF for each 
finger). In the context of the present work we used the 
PHANToM™ desktop device to enable haptic interaction of 
the blind user with the virtual environment. 

Deaf and mute users have visual access to 3D virtual 
environments; however their immersion is significantly 
reduced by the luck of audio feedback. Furthermore effort has 
been done to provide applications for the training of hearing 
impaired. Such applications include the visualization of the 
hand and body movements performed in order to produce 
words in sign language as well as applications based on 
computer vision techniques that aim to recognize such 
gestures in order to allow natural human machine interaction 
for the hearing impaired. In the context of the presented 
framework the deaf-mute terminal incorporates sign-language 
analysis and synthesis tools so as to allow physical interaction 
of the deaf-mute user and the virtual environment.  

The paper is organized as follows. Section II describes the 
overall system architecture and the objectives, Sections III and 
IV describe the SeeColOr and the haptic interaction modules 
respectively. In Section V the sign synthesis and sign 
recognition systems are briefly described.  In Sections VI and 
VII the automatic grooved map generation and partial 
matching algorithm are described, respectively. The 
entertainment scenario is described in Section VIII. Finally, in 
section IX the conclusions are drawn. 

II. OVERALL SYSTEM DESCRIPTION 
The basic development concept in multimodal interfaces for 

the disabled is the idea of modality replacement, which is the 

use of information originating from various modalities to 
compensate for the missing input modality of the system or the 
users. 

The main objective of the proposed system is the 
development of tools, algorithms and interfaces that will 
utilize modality replacement so as to allow the communication 
between blind or visually impaired and deaf-mute users. To 
achieve the desired result the proposed system combines the 
use of a set of different modules, such as 

• Gesture recognition, 
• Sign language analysis and synthesis, 
• Speech analysis and synthesis, 
• Haptics, 

into an innovative multimodal interface available to disabled 
users. Modality replacement was used in order to enable 
information transition between the various modalities used 
and thus enable the communication between the involved 
users. 

Figure 1 presents the architecture of the proposed system, 
including the communication between the various modules 
used for the integration of the system as well as intermediate 
stages used for replacement between the various modalities. 
The left part of the figure refers to the blind user’s terminal, 
while the right refers to the deaf-mute user’s terminal. 

The different terminals of the treasure hunting game 
communicate through asynchronous TCP connection using 
TCP sockets. The following sockets are implemented in the 
context of the treasure hunting game. 
• SeeColor terminal: Implements a server socket that 

receives queries for translating color into sound. The code 
word consists of the following bytes, “b;R;G;B”, where b 
is a boolean flag and R, G, B the color values. 

• Blind user terminal: Implements three sockets. 
o A client socket that connects to the SeeColor 

terminal.  
o A server socket to receive messages from the 

deaf-mute user terminal  
o A client socket to send messages to the deaf-

mute user terminal 
• Deaf-mute user terminal: Implements two sockets 

o A server socket to receive messages from the 
blind user terminal  

o A client socket to send messages to the blind 
user terminal 

Also file sharing is used to ensure consistency between the 
data used in the various applications. 

III. SEECOLOR 
SeeColOr is meant to be a mobility aid for visually 

impaired and blind people. Its main interest resides in the fact 
that colours will henceforth be accessible to these disabled 
people using their hearing. As you will see later, this is done 
using an association between colours and musical instruments. 
The project #2 being an implementation of different 
multimodal interfaces to make possible the communication 
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Figure 1.  Block diagram showing the intercommunication between the various modalities used to provide communication
between visually impaired (left part of the diagram) and deaf-mute users (right part). 
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between two different communities of disabled people, one of 
them being the visually impaired community, the interest of 
the integration of SeeColOr was obvious. 
 

We will first describe the SeeColOr system from a global 
point of view, and its objectives. Then we will go into details, 
explaining how works the colour to instrument mapping. 
Finally, the way it has been integrated into the treasure hunt 
game for blind and deaf-and-mute people will be pictured, as 
for the adaptations we made to simplify and adapt it to the 
game. 

A. SeeColOr system 
Unlike other systems, SeeColOr's colour to sound mapping 

includes musical instruments. In fact, most of 
actualonification systems use either artificial sounds [10], 
[11], [12], [13] or meaningful sounds [12], [14], i.e. particular 
sounds or texts that are supposed to describe an object. For 
example, a car could be represented by the sound of a motor 
engine, or a horn sound; toilets could be well described by a 
flush sound [12]; and the leaves moving in winds are easily 
understood as being trees. 

Each approach has qualities and drawbacks. For example, it 
is easy to describe edges using artificial sounds, but constantly 
listening to them is tiring, even annoying. There is no 
evidence that these sounds should not be used in a sensory 
substitution system, but it was intuitively thought that such a 
system should only produce sounds that are common to users. 
These sounds should be pleasant to hear. This is why common 
musical instruments were chosen. 

The meaningful sound approach is really useful for known 
environments, and searching particular objects. Although 
easier to learn, such a system is useless in a new environment, 

or with new objects. This is a classification problem, and in an 
unknown situation, one never knows how the system would 
react. This is the reason why we prefer to let the human brain 
makes it own deductions, and only sonify colour information. 

B. Colour-instrument mapping 
The system uses the HSL (Hue - Saturation - Lightness) 

colour system to define colours. The hue represents the 
pigment of the colour. Its value is expressed in degrees, from 
0° to 360°. The variations of saturation from 0 to 1 make the 
colour go from grey to really intense colour. The lightness 
expresses the quantity of light, from black to white, and it is 
also a decimal value in [0,1]. Figure 2 illustrates this colour 
system.  

Each dimension of this colour space is mapped to an 
auditory dimension. First, the hue is quantified into seven 
colours: red, orange, yellow, green, cyan, blue, and magenta. 
Each colour is then mapped as a linear combination of two 
particular instruments, according to the table 1. A pure colour 
is of course played by only one instrument timbre. 

The pitch of the played note depends on the colour 
saturation, which is divided into four intervals. The four notes 
are C, G, B♭, and E, thus making a dominant seventh chord. 

Finally, the luminance –or brightness, or lightness– of the 
colour is represented by two different instruments with 
varying pitch. Dark and clear colours will be played 
respectively by the double bass and synthesized human voice. 
Here the pitch depends on the lightness value. The lightness 
interval is divided into eight parts; the four darker ones are 
played by the double bass and the four other by the 
synthesized human voice. The notes are the same as for the 
saturation, therefore a dominant seventh chord. 
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Figure. 2.  HSL Double Cone. 
 

TABLE 1  
SEECOLOR'S COLOUR-TO-INSTRUMENT MAPPING 

 
Colour Instrument 

red oboe 
orange viola 
yellow violin 

(pizzicato) 
green flute 
cyan trumpet 
blue piano 

magenta Saxophone 
 
 
This system has been tested on five sighted persons, and 

some useful conclusions have been made. First, some 
instruments are difficult to differentiate. Most people never 
clearly heard the viola, or had problems to distinguish all or 
part of wind instruments, i.e. saxophone, oboe, flute or 
trumpet. However, it was obvious that it was easy to say if the 
colour was either dark or bright. On the other hand, pitch 
modulations remained abstruse to them, both for saturation 
and lightness. All these observations will lead to the creation 
of a new orchestra in the near future. 

C. Integration 
In the context of the eNTERFACE’06 project, we decided 

to simplify the SeeColOr system. First, the haptic device gives 
us one pixel, not a window. Actually, SeeColOr’s 
configuration computes pixel values over a 17 x 9 pixel 
window. This is done in order to sonify more colours at the 
same time, and to spatialize them in 3D using a virtual 
AmbiSonic approach, so that different sources of colour can 
be distinguished. Since this part has not been completely 
finished and validated, we have decided to leave it away. 

We then have an adaptation of SeeColOr playing only one 
instrument at the same time. To achieve this, we decided to 

quantize the hue wheel into the six primary colours –red, 
yellow, green, cyan, blue, and magenta–, and grey, from black 
to white. Thus, learning the correspondences will be easy for 
blind users. Indeed, too much instruments would be difficult 
to learn and recognize, since we only play on the timbre of the 
instrument. Furthermore, the choice of instruments was 
reduced, due to different causes. 
 

TABLE 2 
CONDITIONS LEADING THE GAME'S COLOUR-TO-INSTRUMENT MAPPING 

 

 
• The original database was limited to a certain amount of 
instruments. 
• The recording quality was not good enough for some of the 
instruments. 
• Some instruments were too close to be distinguished from 
one another. 

Table 2 shows the choice we made for the colour to 
instrument mapping, and the condition for each mapping. The 
grey colour's condition is prior to any other one, because for 
some values of saturation and lightness (presented in this 
table), the hue is not important anymore, the visual feeling 
remains grey. Note that the values where chose empirically, as 
for the choice of instruments. In fact, the colour to instrument 
mapping was made, imagining the feeling effect of colour and 
instrument. For example, the green reminds nature, and then, 
singing birds, which leads to flute. Cyan is a powerful colour, 
like the sound of the trumpet. In jazz, you can hear about the 
blue note, and piano is one of the most known instruments in 
jazz music. Experiments done during the last months showed 
that this approach should be reconsidered. 

With this sonification system defined, we can now talk 
about the technical integration into the game. The sonifier is 
an independent server, which is waiting for the haptic device 
to send the colour to map. This has been implemented in 
C/C++ through a socket server, which works as follows. 
– Launch server 
– While not the end of the game do 

o Server listens to client 
o If Client connection then 

� string <- buffer 
� if string [0] = ‘1’ then 

– R ← rrr part of string 
– G ← ggg part of string 
– B ← bbb part of string 
– hsl ← rgb2hsl(R,G,B) 

Condition Colour Instrument 
S<0.05 or L<0.15 or 
L>0.9 

grey double bass 

H = [0°;15°]U]325°;360°] red oboe 
H = ]15°;70°] yellow violin 

(pizzicato) 
H = ]70°;155°] green flute 
H = ]155°;210°] cyan trumpet 
H = ] 210°;255°] blue piano 
H = ] 255°;325°] magenta saxophone 
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– sound ← sonify(hsl) 
– play(sound) 

 
The pixel string send by the haptic device part is 

normalized according to this code: “n;rrr;ggg;bbb”. The first 
value, n, is 0 or 1, to say if this value has to be sonified or not. 
The rrr, ggg, and bbb are the red, green, and blue values 
respectively, coded on three characters, and are filled with 
zeros if necessary. 

IV. HAPTIC INTERACTION 
Haptic rendering is performed at every time step of the 

haptic loop using the extensively used spring dumper model. 
The force feedback calculation is performed using directly the 
GHOST SDK [15], [16] library for PHANToMTM device. 
PHANToM desktop has 6 DOF for input (provides position 
and orientation) and 3 DOF for output (provides force 
feedback along the three axes). In particular, the force fed 
onto the haptic device is evaluated through the following 
formula: 
 

vkdkF ds −=  
 
where ,  are the spring and dumping coefficients and 
d,v the penetrating distance of the haptic probe into the 
grooved line map and its velocity. 

sk dk

In order to provide realistic force feedback it is important to 
ensure that force feedback loop runs at frequency equal or 
higher than 1KHz. As a result simplified models of the 3D 
visual objects are used for the collision detection and the 
calculation of force feedback in the system.  

V. SIGN LANGUAGE RECOGNITION AND SYNTHESIS  

A. Sign Language Recognition 
Sign language recognition used in the application has been 

developed in cooperation with Project 3 within the 
eNTERFACE'06 workshop and was integrated to the system.  

Figure 3 illustrates the steps in sign recognition. The first 
step in hand gesture recognition is to detect and track both 
hands. This is a complex task because the hands may occlude 
each other and also come in front of other skin colored 
regions, such as the arms and the face.  To make the detection 
problem easier, we have used differently colored gloves worn 
on two hands (see Figure 4). 

Once the hands are detected, a complete hand gesture 
recognition system must be able to extract the hand shape, and 
the hand motion. We have extracted simple hand shape 
features and combined them with hand motion and position 
information to obtain a combined feature vector [17].  
 

 
Figure 3. Sign language recognition system block diagram 
 
Our sign database consists of five signs from ASL: map, exit, 
start, town, and cave. For each sign, we recorded 15 
repetitions from two subjects. The video resolution is 640*480 
pixels and the frame rate is 25 fps.  

A left-to-right continuous HMM model with no state skips 
is trained for each sign in the database. For the final decision, 
likelihoods of HMM for each sign class are calculated and the 
sign class with the maximum likelihood is selected as the base 
decision. 
 

 
Figure 4. The user wears colored gloves 
 

B. Sign Language Synthesis 
 

The system [18] utilizes H-ANIM models to provide the 
animation and creates the animations using as input Sign 
Writing Markup Language (SWML). The avatar used was 
provided by EPFL [19]. 
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Currently, symbols from the 1995 version of the Sign Symbol 
Sequence (SSS-1995) are supported. This sequence comprises 
an "alphabet" of the SignWriting notation system, while true 
images (in gif format) of each symbol contained in this 
sequence are available in [20]. 

The input for the sign synthesis system consists of the 
SWML entries of the sign boxes to be visualized. For each 
sign box, the associated information corresponding to its 
symbols is parsed. 

The proposed technique first converts all individual 
symbols found in each sign box to sequences of MPEG-4 
Face and Body Animation Parameters. The resulting 
sequences are used to animate a H-anim-compliant VRML 
avatar using MPEG-4 SNHC BAP and FAP players, provided 
by EPFL. The system is able to convert all hand symbols as 
well as the associated movement, contact and movement 
dynamics symbols contained in any ASL sign-box. Manual 
(hand) gestures and facial animations are currently supported. 
The proposed technique has significant advantages: 
• Allows almost real-time visualization of sign language 

notation, thus enabling interactive applications, 
• Avatars can easily be included in any virtual environment 

created using VRML, which is useful for a number of en-
visaged applications, such as TV newscasts, automatic 
translation systems for the deaf, etc. 

 
1) Generation of BAP key-frames 

 
The shape number field of movement description symbols, 

which indicates the symbol shape, indicates the type of 
movement. First, the total number of key-frames to be 
produced is determined, based on the number and nature of 
the available movement, movement dynamics, contact, and 
synchronization symbols. More specifically, a look-up table is 
used to define an initial number k of key frames for each 
movement symbol.  Furthermore, the fill parameter specifies 
whether the motion is slow, normal or fast. In addition, some 
symbols explicitly specify the movement duration. For this 
reason, a classification of such symbols into three categories 
has been defined and a different duration value D is defined 
for each category: 
• Slow motion (D=3) 
• Normal motion (D=2) 
• Fast motion (D=1) 

Synchronization (Movement Dynamics) symbols (180,181 
and 182) are handled in a similar way as movement symbols. 
An exception is the “Un-even alternating” symbol, where first 
one hand moves, while the other hand is still and then the 
opposite. Thus, in this case, the total number of key frames is 
doubled (N=2kDP), since kDP frames are generated for the 
first hand, while the second hand remains still then and vice 
versa. 

After the generation of the key-frames related to the 
available hand, contact, movement and synchronization 
symbols, it is checked whether more palm postures for the 
right or both of the hands exist. If there are more than one 

palm symbols for one or both hands, additional key-frame(s) 
are generated containing the values of the BAPs, which 
represent the final palm position(s). 

 
2) Use of Inverse Kinematics 

 
Our technique is applied only to rotational joints, whose 

configuration is specified by one or more scalar values, 
describing the angle values (degrees of freedom) of a 
rotational joint. The complete configuration of the multibody 
is specified by n unknown scalars θ1,...,θn (joint angles) 
describing the configuration of all joints ([21]). The positions 
of the k end effectors are denoted by a vector s=(s1,…,sk). 
The (desired) target positions are also expressed by a vector t= 
(t1,…,tk)T, where ti is the target position for the ith end 
effector, and ei = ti - si is the corresponding error. If θ = 
(θ1,...,θn), T is the column vector of the unknown joint angles, 
the position of the jth end effector is given by a function sj(θ), 

kj ≤≤1  of the joint angles. In vector notation, this can be 
expressed as s=s(θ), where si = si(θ). According to the IK 
problem we seek values for the θj’s such that ti = si(θ), for all 
i . These equations can be solved by iterative local search 
based on the m×n Jacobean matrix J whose elements are 

defined by:
j

i
jiJ

θ∂
∂

=
s

, . According to that iterative method, 

the current values of θ, sand t are used for the computation of 
a value Δθ and the incrementing of the joint angles θ by Δθ. 
Since θθs ′=′ )(J , the resulting change in end effector 
positions can be estimated as Δs JΔθ. The angle update may 
be performed either once per frame so that the end effectors 
only approximately follow the target positions, or iteratively 
until the end effectors are sufficiently close to the targets. 

≈

The entries in the Jacobean matrix are usually easy to 
calculate. If pj is the position of the joint, vj is a unit vector 
pointing along the current axis of rotation for the joint, and the 
ith end effector is affected by the joint, then the corresponding 

entry in the Jacobean is 
j

i

θ∂
∂s

= vj× (si-pj), where angles are 

measured in radians with the direction of rotation given by the 
right rule. If the ith end effector is not affected by the jth joint, 

then 
j

i

θ∂
∂s

=0. The update value Δθ is computed using the 

Selectively Damped Least Squares (SDLS) method ([21]), 
where the damping constants depend not only on the current 
configuration of the articulated multibody, but also on the 
relative positions of the end effector and the target position as 
well as on the difficulty of reaching the target rather than just 
the distance to the target. 

The generation of the FAP frame sequence is performed 
after the generation of the BAP frame sequence, so that the 
total number of generated FAP frames is exactly the same as 
the total number of BAP frames. For each sign-box, the FAP 
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key-frames are determined, based on the existing facial 
expression/animation symbols, from predefined lookup tables 
for each symbol. The number of FAP key-frames, 

, is generally much smaller than the total 

number of BAP frames  that have been already 
generated using the procedures described in the previous 
Subsections. If denotes the 

vector of FAPs corresponding to frame , the FAP keyframes 
are first positioned every 

keyframesFAPN _

BAPN

1,,0),( −= BAPNkkFAP …
k

)1/( _ −= keyframesFAPBAP NNs  

frames: 

_( ) _ ( ),  0, , 1FAP keyframesFAP i s FAP keyframe i i N⋅ = = −…
Then, each of the remaining FAP frames is determined using 
linear interpolation between the two closest available FAP 
keyframes. 

VI. GROOVED LINE MAP GENERATION 
In the context of the treasure hunting game, a tool for 

generating grooved line maps out of interactively sketched 2D 
drawings is developed. A grooved line map is a 3D terrain that 
is grooved in specific areas that represent streets or other 
meaningful areas that the blind user is able to perceive 
through a haptic device. Recently, a system for converting 
conventional 2D maps to haptic representations for the blind 
has been developed by the ITI-CERTH team [22]. 

The method presented in [22] has been extended so as to 
convert drawings that are interactively sketched by the user 
into haptic representations. Figure 5 illustrates the sketched 
image, while Figure 6 depicts the 3D grooved line map. Since 
haptic rendering is a very sensitive process and demands in 
every time step to perform the computationally intensive 
procedure of collision detection that performs slower for 
larger 3D meshes, the grooved line map is further processed 
so as to generate a multiresolutional grooved line map as 
illustrated in Figure 7. It is obvious that this map is more 
detailed in the areas close to the path thus reducing the 
redundant complexity of the initial 3D map. 

VII. HEIGHT FIELD BASED PARTIAL MATCHING 
Another important aspect of developed framework is its 

partial matching utility using height fields. In particular, the 
user is initially drawing with the one hand 3D gestures that 
correspond to the shape of a 3D object. A stereo camera 
captures the gestures and generates a 3D point cloud. 

The point cloud is subsequently filtered so as to remove the 
3D visual tracking noise. To achieve that, a low-pass filter is 
used, that erases points with high value of deviation after 
checking their distribution in space. 

 

 
Figure 5. Example of sketched image map 

 

 
Figure 6.  The 3D grooved line map. 
 

 
Figure 7. 3D grooved map after polygon reduction 

 

A. Creating Height Fields 
Height fields are fast, efficient structures that are generally 

used to create terrains or other raised surfaces out of hundreds 
of triangles in a mesh. A height field is, as implied, a 2D array 
that stores in its entries values about the height of the specific 
point in the 3D structure [23]. Graphics applications usually 
create a polygon mesh so as to render a height field [24], [25]. 
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The values of the height field are normalized in the interval 
[0,1]. In the context of the present framework, we initially 
generate a height field that corresponds to the entire scene. 
During runtime, the user sketches a 3D point cloud that is also 
converted to a height field. The aim of the system is to 
identify in the scene the object that the user has drawn. 

The first step is to generate the height field from a 
triangulated surface. In the case of the sketched point cloud, 
Delaunay triangulation [26], [27] is used in order to convert 
the point cloud to a 3D mesh. It is obvious that from a 3D 
triangulated mesh direct information about the shape’s height 
is obtained only for the vertices of the mesh. Thus, in order to 
generate a dense height field with height values at every entry 
of the height map, proper interpolation procedures have to be 
implemented. Moreover, the generated dense height field is 
invariant on the sampling resolutions of the scene and the 
sketched object. 

The dense height field is generated by performing 
interpolation on the triangulated mesh that it models. In the 
beginning, the user can determine the density of the resulting 
height field that influences its quality. The height field of the 
complete 3D scene of the game is shown in Figure 8. Also, the 
height field for the point cloud is shown in Figure 9. Brighter 
values correspond to higher areas in the scene. 

  
      (a)            (b) 

 
(c) 

 
Figure 8: (a) The initial 3D scene, (b) 2D mapping of the 3D scene, 
(c) The produced height field. 
 

   
      (a)              (b) 
 

 
            (c) 
 
Figure 9: (a) The initial point cloud, (b) Triangulated 2D map of the 
point cloud, (c) The produced height field,. 

 
A height field is in general an efficient way to describe a 

terrain or a landscape. Moreover, as a 2D structure, it can 
processed much faster and state-of-the-art image processing 
techniques can be applied so as to obtain, e.g. shape 
descriptors, local features, etc. 

On contrary, it features a serious limitation. In particular, in 
order to generate accurately a height field out of a 3D mesh, 
the mapping of the mesh onto the 2D height field surface has 
to be injective (one-to-one), i.e. each entry of the height field 
should correspond only to one element of the 3D mesh. This 
restriction inhibits the modeling of folded and other complex 
structures with height fields. Although, structures for 
modeling those kinds of models exist, e.g. vectorial height 
fields, their processing becomes more complex. 

 

B. Height Field Matching  
As mentioned before, the values of the entries of a 

normalized height field range in the interval [0,1]. When 
trying to match a height field with only one part of another, 
then a Z-scaling (scaling in the Z dimension) issue obviously 
arises. In the context of the present framework, this problem is 
dealt with by renormalizing only the part of the height field 
that is currently processed. As a result, assuming that the 
correct 2D part of the height field is chosen, the 
renormalization would solve a possible scaling mismatch of 
the source and target height fields. 

The matching process proceeds as follows: The source 
height field is convolved with the target height field by 
moving the source height field window across the target 
height field. Notice that the size of the window is variable so 
as to also consider the 2D scaling mismatch. Moreover, 
correlation of the input height field and the target height field 
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part is also considered for different orientations [28], [29] so 
as to create a rotation invariant matching scheme. The 
correlation is calculated using the following equation: 

 

( ) ( ) ((

( )
{ }

))

{ }

0 0

0 0

2
0 0 0 0

0 0

, , , , , ,

, ,

, , 2 , , ,
2, 0,1, , 1

k kx a N y a N

k l o s l
i x j y

k i i s i s t

l l r
r

C x y a i j i x j y

x y

a a a a a a a
k for k N

N

θ θ

πθ θ

+ +

= =

= − − −

∀

∀ ∈ + +

∀ = ∈ −

∑ ∑ H H

…

…

 

where ( 0 0, )x y  refers to the current processing position in the 

scene height field,  is the 2D scaling factor, N is the default 

size of the sketched height field,  and  the marginal 

values of the scaling factor, 

ka

ia ta

sa  the scaling space search step, 

lθ  the current rotation angle and  the rotation space 

resolution. Functions  and 
rN

oH sH  correspond to the scene 
height field and the sketched object’s height field respectively. 

Finally, the algorithm outputs a variable vector that 
maximizes the correlation between the source height field and 
a target area in the scene height field. The variables in the 
variable vector refer to X position, Y position, 2D scaling and 
rotation angle. 

VIII. APPLICATION SCENARIO 
The aforementioned technologies where integrated in order 

to create an entertainment scenario. The Scenario consists of 
seven steps. In each step one of the users has to perform one 
or more actions in order to pass successfully to the next step. 

The storyboard is about an ancient city that is under attack 
and citizens of the city try finding the designs in order to 
create high technology war machines. 

A. 1st Step 

 
 
Figure 10. House with the red closet. The white sphere corresponds 
to the position of the Phantom probe 
 

The first step involves the blind user. The user receives 

audio message informing him/her to find a red closed. The 
user starts from the initiating point at the entrance of the 
village and using the haptic device explores the village in 
order to find in one of the houses a red closet. In this step the 
blind user has to use the haptic device in order to explore the 
3D Workspace.  

Furthermore audio modality replaces color modality, using 
SeeColOr module, and allows the blind user select the correct 
closet and thus receive an audio message. The audio message 
is then send to the second step of the application. 

The input-output of this step as well as actions that should 
be performed are summarized in the following: 

− Input: Audio message “Find the red closet” 
− Action: Search for the red closet in one of the city 

houses 
− Output: Audio message “Town hall” 
− Modality replacement: Color is converted into sound 

using the SeeColor utility 

B. 2nd Step 
The second step involves the deaf and mute user. The user 

receives audio message. The message is converted from audio 
to text using the speech recognition tool and then to sign 
language using the sign synthesis tool.  The user final receives 
the message as a gesture through a 3D interactive avatar.  

 

 
 
Figure 11. The 3D avatar is performing a sign language phrase. 

 
The message guides the blind user to the town hall of the 

city where the mayor (Figure 12) of the city assigns them a 
task. 

The input-output of this step as well as actions that should 
be performed are summarized in the following: 

− Input: Sign language synthesized phrase “Go to the 
town hall” 

− Action: Go to the town hall and talk to the king 
− Output: Audio message “Go to the temple ruins” 
− Modality replacement: The input audio message is 

recognized and converted to text, which is finally 
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converted to the corresponding sign language phrase. 
 

 
 
Figure 12. Town Hall. 

 

C. 3d
 Step 

The third step involves the blind user, who hears the message 
said by the Mayor and goes to the temple ruins. In the temple 
ruins the blind user has to search for an object that has an 
inscription written on it. 
 

 
 
Figure 13. The temple ruins and the inscription. 
 

One of the columns in the destroyed temple has an 
inscription written on it that states, “The dead will save the 
city”. The blind user is informed by an audio message 
whenever he finds this column and the message is sent to the 
deaf-mute user’s terminal. 

The input-output of this step as well as actions that should 
be performed are summarized in the following: 

− Input: Audio message “Go to the temple ruins” 
− Action: Go to the temple ruins and find oracle 

inscription 
− Output: Inscription (text) “The dead will save the city” 

 

D. 4th Step 
The fourth step involves again the deaf and mute user. The 

user receives the written text in sign language form. The text 
modality is translated to sign language symbols using the sign 
synthesis tool. Then the deaf and mute user has to understand 
the meaning of the inscription "The dead will save the city" 
and go to the cemetery using the mouse.  
 

 
 
Figure 14. The cemetery scene. 
 

There he/she should search for a key that lies in one of the 
graves. The word "Catacombs" is written on the key. The deaf 
and mute user has to perform a sign in sign language in order 
to allow the blind user understand that the key opens a box in 
the catacombs. The deaf user has to perform the sign "Cave". 
This sign is recognized be the sign language recognition tool 
and the text result is send to the next step of the scenario. 

The input-output of this step as well as actions that should 
be performed are summarized in the following: 

− Input: Sign language synthesized phrase “The dead will 
save the city” 

− Action: Go to the cemetery and find the key 
− Output: Key labeled “Catacombs” 
− Modality replacement: The input inscription text is 

converted to sign language and the deaf-mute user 
sketches the word “cave” that is recognized by the 
system and sent to the blind user’s terminal. 

 

E. 5th Step  
In this step the blind user receives the text, which is 

converted to audio using the text to speech tool. This step 
involves haptic and audio information. The user has to search 
for the catacombs enter in them and find the box that contains 
a map (Figure 15). The map is then sent to the next level. 

The input-output of this step as well as actions that should 
be performed are summarized in the following: 

− Input: Audio message “Cave” 
− Action: Go to the cave (catacombs) and search for a 

hidden map. 
− Output: Map  
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− Modality replacement: Text is transformed to 
synthesized speech. 

 

  
 
Figure 15. In the catacombs. 
 

F. 6th Step 
The deaf user receives the map, and has to draw the route to 

the area where the treasure is hidden (Figure 5). The route is 
drawn on the map and the map is converted to a grooved line 
map, which is send to for the last level to the blind user. 

The input-output of this step as well as actions that should 
be performed are summarized in the following: 

− Input: Map with riddle (Figure 5) 
− Action: Solve the riddle and sketch the path to the 

treasure area. 
− Output: 2D sketch on the map 
− Modality replacement: Visual information (sketched 

map) is transformed into haptic representation (grooved 
line map). 

 

G. 7th Step 
The blind user receives the grooved line map and has to 

find and follow the way to the forest where the treasure is 
hidden. Although the map is presented again as a 2D image 
the blind user can feel the 3D grooved map and follow the 
route to the forest.  The 2D image and the 3D map are 
registered and this allows us to visualize the route that the 
blind user actually follows on the 2D image. The blind user is 
asked to press the key of the PHANToM device while he 
believes that the PHANTOM cursor lies in the path. Finally, 
after finding the forest he obtains a new grooved line map 
(Figure 16) where the blind user has to search for the final 
location of the treasure. 

The input-output of this step as well as actions that should 
be performed are summarized in the following: 

− Input: Two grooved line maps 
− Action: Find the forest following the first grooved line 

map and finally explore the second grooved line map and 

find the treasure. 
− Output: Treasure 
 

 

 
 
Figure 16. The forest grooved line map. 
 
After searching in the forest streets the blind user should find 
the treasure that is illustrated in Figure 17. 
 

 
 
Figure 17. The treasure book. 

IX. CONCLUSIONS 
The initials tests performed within eNTERFACE have shown 
that the application is user friendly and is integrated into a 
feasible for the users scenario. Moreover, the tests the two 
users are asked to perform have various levels of difficulty. 
The proposed system is actually the first attempt of generating 
a system for the intercommunication of blind and deaf-mute 
users. Although in the current version the users are somehow 
limited in their intercommunications, this initial 
implementation has shown that with proper user-centered 
design, the development of such a system is feasible.  
Further a structured usability evaluation of the system 
involving both visually and hearing impaired users is a 
necessary in order to identify the weaknesses of the proposed 
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methodologies for the intercommunication between the blind 
and deaf mute users. 
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Abstract—In this project, we have developed a sign language tutor 

that lets users learn isolated signs by watching recorded videos and 
by trying the same signs. The system records the user’s video and 
analyses it. If the sign is recognized, both verbal and animated 
feedback is given to the user. The system is able to recognize 
complex signs that involve both hand gestures and head movements 
and expressions. Our performance tests yield a 99% recognition rate 
on signs involving only manual gestures and 85% recognition rate on 
signs that involve both manual and non manual components, such as 
head movement and facial expressions. 
 

Index Terms—Gesture recognition, sign language recognition, 
head movement analysis, human body animation  
 

I. INTRODUCTION 
HE purpose of this project is to develop a Sign Language 
Tutoring Demonstrator that lets users practice 
demonstrated signs and get feedback about their 

performance. In a learning step, a video of a specific sign is 
demonstrated to the user and in the practice step, the user is 
asked to repeat the sign. An evaluation of produced gesture is 
given to the learner; together with a synthesized version of the 
sign that lets the user get visual feedback in a caricatured 
form. 

The specificity of Sign Language is that the whole message 
is contained not only in hand gestures and shapes (manual 
signs) but also in facial expressions and head/shoulder motion 
(non-manual signs). As a consequence, the language is 
intrinsically multimodal. In order to solve the hand trajectory 
recognition problem, Hidden Markov Models have been used 
extensively for the last decade. Lee and Kim [1] propose a 
method for online gesture spotting using HMMs. Starner et al. 
[2] used HMMs for continuous American Sign Language 
recognition. The vocabulary contains 40 signs and the 
sentence structure to be recognized was constrained to 
personal pronoun, verb, noun, and adjective. In 1997, Vogler 
and Metaxas [3] proposed a system for both isolated and 
continuous ASL recognition sentences with a 53-sign 
vocabulary. In a later study [4] the same authors attacked the 
scalability problem and proposed a method for the parallel 
modeling of the phonemes within an HMM framework. Most 

systems of Sign Language recognition concentrate on hand 
gesture analysis only.  In , a survey on automatic sign 
language analysis is given and integrating non-manual signs 
with hand gestures is examined. 

A preliminary version of the tutor we propose to develop, 
demonstrated at EUSIPCO, uses only hand trajectory based 
gesture recognition [6]. The signs selected were signs that 
could be recognized based on solely the trajectory of one 
hand. In this project, we aim at developing a tutoring system 
able to cope with two sources of information: hand gestures 
and head motion. The database contains complex signs that 
are performed with two hands and head gestures. Therefore, 
our Sign Language Recognition system fuses the data coming 
from two sources of information to recognize a performed 
sign: The shape and trajectory of the two hands and the head 
movements.  T  

 
Fig. 1. Sign language recognition system block diagram 
 
Fig. 1 illustrates the steps in sign recognition. The first step 

in hand gesture recognition is to detect and track both hands. 
This is a complex task because the hands may occlude each 
other and also overlap other skin colored regions, such as the 
arms and the face.  To make the detection problem easier, 
markers on the hand and fingers are widely used in the 
literature. In this project, we have used differently colored 
gloves worn on the two hands. Once the hands are detected, a 
complete hand gesture recognition system must be able to 
extract the hand shape, and the hand motion. We have 
extracted simple hand shape features and combined them with 
hand motion and position information to obtain a combined 
feature vector. A left-to-right continuous HMM model with no 

 
This report, as well as the source code for the software developed during the 
project, is available online from the eNTERFACE’06 web site: 
www.enterface.net. 
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state skips is trained for each sign. These HMM models could 
be directly used for recognition if we were to recognize only 
the manual signs. However, some signs involve non-manual 
components. Thus further analysis of head movements and 
facial expressions must be done to recognize non-manual 
signs. 

Head movement analysis works concurrently with hand 
gesture analysis. Following the face detection step, a method 
based on the human visual system is used to calculate the 
motion energy and the velocity of the head, eye, eyebrows and 
mouth. These features are combined into a single feature 
vector and HMM models for the non-manual signs are trained. 

For the final decision, manual and non-manual HMM 
models are fused in a sequential manner. Decisions of the 
manual HMMs are used as the base for decision and non-
manual HMMs take part to differentiate between the variants 
of the base sign. 

Another new feature of the Sign Language Tutoring tool is 
that it uses synthesized head and arm motions based on the 
analysis of arm and head movements. This lets the user get 
accentuated feedback. Feedback, either TRUE or FALSE, is 
given for the manual component as well as for the non-manual 
one, separately. 

In this project, we have first defined a limited number of 
signs that can be used for sign language tutoring. 19 signs 
have been selected so that head motions are crucial for their 
recognition: Some signs have identical hand motions but 
different head motions. After defining the dataset, we have 
collected data from eight subjects. Each subject performed all 
the signs five times. 

The sign language tutor application was designed to show 
selected signs to the user and to let the user record his/her own 
sign using the webcam connected to the system. The 
application then runs the analysis, recognition, and synthesis 
subsystems. The recognized sign is identified by a text 
message and the synthesized animation is shown as feedback 
to the user. If the sign is not performed correctly, the user may 
repeat the test. 

This report is organized as follows: In section II, we give 
details of the sign language tutor application, together with 
database details. Section III details the analysis: hand 
segmentation, hand motion feature extraction, hand shape 
feature extraction, and head motion feature extraction. Section 
IV describes the recognition by fusion of information from all 
sources. Section V describes the synthesis of head motion, 
facial expressions, hands and arms motion. Section VI gives 
results of the recognition tests and Section VII concludes the 
report and outlines future directions. 

 

II. SIGN LANGUAGE TUTOR 

A. Sign Language 
The linguistic characteristics of sign language is different 

than that of spoken languages due to the existence of several 
components affecting the context such as the use of facial 

expressions and the head movements in addition to the hand 
movements. The structure of spoken language makes use of 
words linearly i.e., one after another, whereas sign language 
makes use of several body movements in parallel in a 
completely different spatial and temporal sequence.  

Language modeling enables to improve the performance of 
speech recognition systems. A language model for sign 
language is also required for the same purpose. Besides, the 
significance of co-articulation effects necessitates the 
continuous recognition of sign language instead of the 
recognition of isolated signs. These are complex problems to 
be tackled. For the present, we have focused on recognition of 
isolated words, or phrases, that involve manual and non-
manual components. 

There are many sign languages in the world. We have 
chosen signs from American Sign Language (ASL), since 
ASL is widely studied. However, our system is quite general 
and can be adapted to others. 

B. Database 
For our database, 19 signs from American Sign Language 

were used. The selected signs include non-manual signs and 
inflections in the signing of the same manual sign [5]. For 
each sign, we recorded five repetitions from eight subjects. 
The preferred video resolution was 640*480 pixels and the 
frame rate was 25 fps. Short descriptions about the signs we 
used in the database can be seen in TABLE I. 

 
TABLE I. ASL SIGNS IN THE DATABASE 

 

Sign Head / Facial 
Expression Hand 

[smbdy] is here Nod 

Is [smbdy] here? Brows up, Head 
forward 

[smbdy] is not 
here Head shake 

Circular motion parallel to 
the ground with right hand. 

Clean - 

Very clean 

Lips closed, head 
turns from right to 
frontt, sharp 
motion 

Right palm facing down, 
left palm facing up. Sweep 
left hand with right. 

Afraid - 
Hands start from the sides 
and meet in front of body, 
in the middle 

Very afraid 
Facial expression 
(lips open, eyes 
wide) 

The same as “afraid”, but 
shake the hands at the 
middle 

Fast - 

Very fast 

Facial expression 
(lips open, eyes 
wide), and sharp 
motion 

Hands start in front of 
body and motion towards 
the body. Fingers partially 
closed, thumb open 

To drink Head motion (up 
and down) 

Drinking motion, hand as 
holding a cup 

Drink (noun) - 
Repetitive drinking 
motion, hand as holding a 
cup. 
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To open door - 
Palms facing to the front. 
One hand moves as if the 
door is opened; only once. 

Open door (noun) - 

Palms facing to the front. 
One hand moves as if the 
door is opened. Repeat, 
with small hand motion 

Study - 

Left hand palm facing 
upwards, right hand all 
fingers open, mainly finger 
motion (finger tilt) 

Study 
continuously 

Circular head 
motion 
accompanies hand 
motion 

Left palm facing up, right 
hand all fingers open, 
finger tilt together with 
large and downward 
circular motion 

Study regularly 

Downward head 
motion 
accompanies hand 
motion 

Left palm facing upwards, 
right hand all fingers open, 
downward/ upward sharp 
motion, no finger motion 

Look at - 
Starting from the eyes, 
forward motion, two hands 
together. 

Look at 
continuously 

Circular head 
motion 
accompanies hand 
motion 

Starting from the eyes, 
forward motion, two hands 
together. Larger and 
circular motion 

Look at regularly 

Downward head 
motion 
accompanies hand 
motion 

Starting from the eyes, 
forward motion, two hands 
together. Sharp forward/ 
backward motion 

 

C. Tutor Application 
The sign language tutor application was designed to show 

selected signs to the user and to let the user record his/her own 
sign using the webcam connected to the system. The graphical 
user interface for the tutor can be observed in Fig. 2.  

 

 
 
 The graphical user interface consists of four panels: 

Training, Information, Practice and Synthesis. Training panel 

involves the teacher videos, thus the user can watch the videos 
to learn the sign by pressing the Play button. The program 
captures the user’s sign video after the Try button is pressed. 
Afterwards, information panel is used for informing the user 
about the results of his/her trial. There are three types of 
results: “ok” (the sign was confirmed), “false” (the sign was 
wrong) and “head is ok but hands are false”. Possible errors 
are also shown in this field.  

Users can watch the original captured video or the 
segmented video in this panel as shown in Fig. 3. Afterwards, 
if the user wants to see the synthesized video, he/she can use 
the synthesis panel. 

 

 

III. SIGN LANGUAGE ANALYSIS 

A. Hand segmentation 
The user wears gloves with different colors when 

performing the signs. The two colored regions are detected 
and marked as separate components. Ideally, we expect an 
image with three components: the background, the right hand 
and the left hand.  

 
Fig. 3: A screenshot of original and segmented videos 

 

For the classification, histogram approach is used as 
proposed in [7]. Double thresholding is used to ensure 
connectivity, and to avoid spikes in the binary image. We 
prefer HSV color space as Jayaram et al. [7] and Albiol et al. 
[8] propose. HSV is preferred because of its robustness to 
changing illumination conditions. 

The scheme is composed of training the histogram and 
threshold values for future use. We took 135 random snapshot 
images from our training video database. For each snapshot, 
ground truth binary images were constructed for the true 
position of the hands. Using the ground truth images, we have 
constructed the histogram for the left and right hands, 
resulting in two different histograms. Finally, normalization is 
needed for each histogram such that the values lie in the 
interval [0,1]. 

The low and high threshold values for double thresholding 
are found in training period. When single thresholding is used, 
a threshold value is chosen according to the miss and false 
alarm rates. Since we use double thresholding, we use an 
iterative scheme to minimize total error. We iteratively search 
for the minimum total error. This search is done in the range 
[μ-δ,μ+δ] to decrease the running time, where μ is the mean 
and δ is the standard deviation of the histogram. 

Fig. 2: Sign Language Tutoring Tool GUI 

After classification by using the scheme described above, 
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we observed that some confusing colors on the subject’s 
clothing were classified as hand pixels. To avoid this, we 
selected the largest connected component of the classified 
regions into consideration. Thus we had only one component 
classified as hand for each color.  

This classification approach can also be used for different 
colored gloves or skin after changing the ground truth images 
in the training period. 

 

B. Hand motion analysis 
The analysis of hand motion is done by tracking the center 

of mass (CoM) and calculating the velocity of each segmented 
hand. However, these hand trajectories are noisy due to noise 
introduced at the segmentation step. Thus, we use Kalman 
filters to smooth the obtained trajectories. The motion of each 
hand is approximated by a constant velocity motion model, in 
which the acceleration is neglected. 

Two independent Kalman filters are used for each hand. The 
initialization of the Kalman Filter is done when the hand is 
first detected in the video. At each sequential frame, Kalman 
filter time update equations are calculated to predict the new 
hand position. The hand position found by the hand 
segmentation is used as measurements to correct the Kalman 
Filter parameters. Posterior states of each Kalman filter is 
defined as feature vectors for x, y coordinates of CoM and 
velocity. The hand can be lost due to occlusion or bad lighting 
in some frames. In that case, Kalman Filter prediction is 
directly used without correcting the Kalman Filter parameters. 
The hand is assumed to be out of the camera view if no hand 
can be detected for some number of (i.e. six) consecutive 
frames. Fig. 4 shows the extracted trajectories for each hand 
for the “fast” sign.  

 
Fig. 4. Hand trajectories for sign “fast” 

 

C. Hand shape analysis 
Hand shape analysis is performed during sign recognition in 

order to increase the accuracy of recognition system and to 
differentiate between signs that differ only in hand shape. 
Each sign has a specific movement of the head, hands and 
hand postures. The extreme situation is when two signs have 
the same movements of head and hands and they differ only in 
hand postures. In this case, hand shape analysis is necessary to 
distinguish between them. 

Another application can be in sign synthesis. If we analyze 
an unknown gesture and want to synthesize it with the same 

movements to caricature the movements of the actor, then 
finger and palm movements may be synthesized by following 
these steps: 1) unknown hand shape is classified into one of 
predefined clusters, 2) hand posture synthesis of classified 
cluster is performed (synthesis is prepared for each cluster). 
This can be useful whenever it is difficult to analyze finger 
and palm positions directly from image, for example when 
only low resolution images are available. This was the case in 
this project – each hand shape image was smaller than 80x80 
pixels. 
 

1) Input – binary image 
After the segmentation of the source image is done,  two 
binary images (only two colours representing background and 
hand) of left and right hand are analyzed.The mirror reflection 
of the right hand is taken so we analyze both hands in the 
same geometry; with thumb to the right. There are several 
difficulties using these images: 

1. Low resolution (max. 80 pixels wide in our case) 
2. Segmentation errors due to blurring caused by fast 

movement (see Fig. 5b) 
3. Two different hand postures can have the same 

binary image (see Fig. 5a; which can be left hand 
observed from top or right hand from bottom) 

 

               
 
 
Fig.5. Two different hand segmentations: a. Hand shape 1; b. 

hand shape 2 
 

2) Hand shape analysis – feature extraction 
The binary image is converted into a set of numbers which 

describe hand shape, yielding the feature set. The aim is to 
have similar values of features for similar hand shapes and 
distant values for different shapes. It is also required to have 
scale invariant features so that images with the same hand 
shape but different size would have the same feature values. 
This is done by choosing features which are scale invariant. 
Our system uses only a single camera and our features do not 
have depth information; except for the foreshortening due to 
perspective. In order to keep this information about the z-
coordinate (depth), five of the 19 features wer not normalized. 
All 19 features are listed in TABLE II. 
 

TABLE II. HAND SHAPE FEATURES 
 

invariant # feature 

scale rotation 

1 Best fitting ellipse width  9 

2 Best fitting ellipse height  9 
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invariant 

3 Compactness (perimeter2/area) 9 9 

4 Ratio of hand pixels outside / inside of ellipse 9 9 

5 Ratio of hand / background pixels inside of ellipse 9 9 

6 sin (2*α)    α = angle of ellipse major axis  9  

7 cos (2*α)    α = angle of ellipse major axis  9  

8 Elongation (ratio of ellipse major/minor axis length) 9 9 

9 Percentage of NW (north-west) area filled by hand 9  

10 Percentage of N area filled by hand 9  

11 Percentage of NE area filled by hand 9  

12 Percentage of E area filled by hand 9  

13 Percentage of SE area filled by hand 9  

14 Percentage of S area filled by hand 9  

15 Percentage of SW area filled by hand 9  

16 Percentage of W area filled by hand 9  

17 Total area (pixels)  9 

18 Bounding box width   

19 Bounding box height   

 
An initial idea was to use “high level” knowledge about the 

shape such as finger count, but the problems listed previously 
caused us to use more low level features, which are robust to 
segmentation errors and work well with low resolution 
images. 

Seven of the features (#1,2,4,5,6,7,8) are based on using the 
best fitting ellipse (in least-squares sense) to a binary image, 
as seen in Fig. 6a.. The angle α is a value from 0° to 360°. 
However, only only values from 0 to 180 are meaningful, 
because the ellipse has mirror symmetry. Hence only 0° to 
180° interval is used. Another problem is the following: 
Consider 5° and 15° ellipses, which have similar angles and 
similar orientation. 5° and 175° ellipses have similar 
orientations as before, but the angles are completely different. 
In order to represent this difference, we use sin(2*α) and 
cos(2*α) as features.  
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6  a. Best fitting ellipse; b. Area filters 
 

Features #9 to 16 are based on using “area filters”, as seen in 
Fig. 6a. The bounding box of the hand is divided into eight 
areas, in which percentage of hand pixels are calculated. 

Other features in TABLE II, are perimeter, area and 
bounding box width and height. 
 

3) Classification 
Hand shape classification can be used for sign synthesis or 

to improve the recognition: The classified cluster can be used 
as new feature: We can use hand features for recognition only 
when the unknown hand shape is classified into a cluster (this 
means that the unknown hand shape is similar to a known one 
and not to a blurred shape which can have misleading 
features). 

We have tried classification of hand shapes into 20 clusters 
(see Fig. 7 “clusters”). Each cluster is represented by 
approximately 15 templates. We use K-means algorithm 
(K=4) to classify unknown hand shape (represented by set of 
features described above). If the distance of unknown shape 
and each cluster is greater than 0.6 then this shape is declared 
as unclassified. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 7. a.The hand clusters; b.Similarity of clusters 

 
As seen in Fig. 7b, some of the clusters are more similar 

than the others. For example, clusters 12, 14 and 19  are 
similar; so it is more difficult to correctly classify the 
unknown shape into one of these clusters. 
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Fig. 8 Classification example: distances between an unknown 

hand shape and center of 20 clusters. 

 
a .[best fitting 
ellipse] 

 
b. [area filters] 
white: areas without hand
green: areas with hand 

 

 
each row and column (1 
to 20) represents 1 
cluster. 
darker point = more 
similar clusters   

a. Clusters             b. Similarity of Clusters
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Classification of hand shapes is made in each frame of video 
sequence. It is reasonable to use information from previous 
frames, because hand shape cannot change so fast in each 
frame (1 frame = 40ms). Usually the classification is the same 
as in the previous frame, as seen in Fig. 8, where an unknown 
shape is classified into a cluster with the smallest distance. 

To avoid fast variations of classifications we proposed a 
filter which smoothes these distances by weighted averaging 
Fig. 9 shows a classification example with filtering. 
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Classification example:
Distances between unknown hand shape and 20 clusters [filtered]

 
Fig. 9 Classification example: distances between an unknown 

hand shape and center of 20 clusters (filtered). 
 

The new distance is calculated by the following  equation: 
 

Dnew(t) = 0.34 · Dold(t) + 0.25 · Dold(t-1) + 0.18 · Dold(t-2)  
    + 0.12 · Dold(t-3) + 0.07 · Dold(t-4) + 0.04 · Dold(t-5) 

 
By comparing Fig. 8 and 9, one can see that this filter 

prevents fast changes in frames 5 and 6. This filter is designed 
to work in real-time applications. If used in offline 
application, it can easily be changed to use information from 
the future to increase the accuracy. 

 

D. Head motion analysis 
1) General Overview of the system 

Once a bounding box around the sign language student’s 
face has been detected, rigid head motions such as head 
rotations and head nods are detected by using an algorithm 
working in a way close to the human visual system. In a first 
step, a filter inspired by the modeling of the human retina is 
applied. This filter enhances moving contours and cancels 
static ones. In a second step, the fast fourier transform (FFT) 
of the filtered image is computed in the log polar domain as a 
model of the primary visual cortex (V1). This step allows 
extracting two types of features: the quantity of motion and 
motion event alerts. In parallel, an optic flow algorithm 
extracts both vertical and velocity information only on the 
motion events alerts provided by the visual cortex stage. Fig. 
10 gives a general overview of the algorithm. This module 
provides three features per frame: the quantity of motion, 
horizontal velocity and vertical velocity. 

 

 
 

Fig. 10: Algorithm for rigid head motion data extraction 
 
2) Description of the components 

The first step consists in an efficient prefiltering [9]: the 
retina OPL (Outer Plexiform Layer) that enhances all contours 
by attenuating spatio-temporal noise, correcting luminance 
and whitening the spectrum (see Fig. 2). The IPL filter (Inner 
Plexiform Layer) [9] removes the static contours and extracts 
moving ones. This prefiltering is essential for data 
enhancement and allows minimizing the common problems of 
video acquisition such as luminance variations and noise. 

The second step consists in a frequency analysis of the IPL 
filter output around the face whose response is presented on 
Fig.11. By computing the total energy of the amplitude 
spectrum of this output, as described in [10], we have 
information that depends linearly on the motion. The temporal 
evolution of this signal is the first data that is used in the sign 
language analyzer. 
 

Fig. 11: Retina preprocessing outputs: extraction of enhanced 
contours (OPL) and moving contours (IPL) 
 

In order to estimate the rigid head rotations [10], the 
proposed method analyses the spectrum of the IPL filter 
output in the log polar domain. It first detects head motion 
events [11] and is also able to extract its orientation. Then, in 
order to complete the description of the velocity, we propose 
to use features based on neuromorphic optical flow filters [12] 
which are oriented filters able to compute the velocity of the 
global head. Finally, optical flow is computed only when 
motion alerts are provided and its orientation is compared to 
the result given by the spectrum analysis. If the information is 
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redundant, then we extract the velocity value at each frame, 
either horizontal or vertical in order to simplify the system. 

• All the frames at the beginning of the sequence are 
eliminated until the hand is detected. 

  • If the hand can not be detected at the middle of the 
sequence for less than N frames, the shape 
information is copied from the last frame where there 
is detection. 

3) Extracted data sample 
In the end, the head analyzer is able to provide three signals 

per frame, information related to the quantity of motion and 
the vertical and horizontal velocity values. Fig. 12 shows two 
examples of the evolution of these signals, first in the case of 
a sequence in which the person expresses an affirmative 
« Here », second in the case of the expression of the sign 
«Very clean ». For the first sign, the head motion is a 
sequence of vertical head nods. Then, the quantity of motion 
indicator shows a periodic variation of its values with high 
amplitude for maximum velocity. The vertical velocity 
presents non zero values only during motion and also exhibits 
a periodic variation. On the contrary, the horizontal velocity 
indicator remains at zero. The « Very clean » sign consists of 
two opposite horizontal head motions. The quantity of motion 
indicator exhibits them. This time, the horizontal motion 
reports the velocity sign and amplitude variations while the 
vertical velocity indicator remains at zero. On this last 
sequence, we can see that some false alarms can be generated 
at the velocity output level: For example, at frame 68, a false 
horizontal motion is detected, but since the value of the 
quantity of motion is low, this velocity should not be taken 
into account. This is the advantage of using two detection 
signals: the cortex analysis model helps the velocity analyzer. 

• If the hand can not be detected for more than N 
consequent frames, the sign is assumed to be 
finished. Rests of the frames including the last N 
frames are eliminated. 

• After indicating the start and end of the sequence and 
eliminating the unnecessary frames the transition 
frames can be eliminated by deleting T frames from 
the start and end of the sequence. 

 

B. Sign features and normalization issues 
 
1) Hand motion features 

The trajectories must be further normalized to obtain 
translation and scale invariance. We use a similar 
normalization strategy as in [13]. The normalized trajectory 
coordinates are calculated with the following formulas: 

 

 
Fig. 12: Data extracted by the head analyzer 

 

IV. SIGN LANGUAGE RECOGNITION 

A. Preprocessing of sign sequences 
The sequences obtained from the videos contain parts where 

the signer is not performing the sign (start and end parts) and 
some parts that can be considered as transition frames. These 
frames of the sequence are eliminated by looking at the result 
of the segmentation step: 

Let (<x1;y1>;...;<xt;yt>;...;<x ;yN N>) be the hand trajectory 
where N is the sequence length.  For translation 
normalization, define xm and ym: 

xm = (x  + x ) / 2 max min
ym = (y  + y ) / 2 max min

 
where xm and ym are the mid-points of the range in x and y 
coordinates respectively. For scale normalization, define dx 
and dy: 

dx = (x  / x ) / 2 max min
dy = (y  / y ) / 2 max min

 
where dx and dy are the amount of spread in x and y 
coordinates respectively. The scaling factor is selected to be 
the maximum of the spread in x and y coordinates, since 
scaling with different factors disturbs the shape. 
 

d = max(dx; dy) 
 

;y′ >;...;<x′The normalized trajectory coordinates, (<x′1 1 t;y′t>; 
...;<x′ ;y′ >) such that 0 <=  x′N N t , y′t <=  1, are then calculated 
as follows: 

x’t = 0.5 + 0.5 (xt - xm) / d 
y’t = 0.5 + 0.5 (yt - ym) / d 

 
Since the signs can be also two handed, both hand 

trajectories must be normalized. However, normalizing the 
trajectory of the two hands independently may result in a 
possible loss of data. To solve this problem, the midpoints and 
the scaling factor of left and right hand trajectories are 
calculated jointly. Following this normalization step, the left 
and right hand trajectories are translated such that their 
starting position is (0,0). 
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2) Hand position features 
In sign language, the position of the hand with respect to the 

body location is also important. We integrated position 
information by calculating the distance of the CoM of each 
hand to the face CoM. The distance at x and y coordinates are 
normalized by the face width and height respectively. 

 
3) Hand shape features 
All 19 hand shape features are normalized into values between 
0 and 1. Features calculated as percentage (0 to 100%) are just 
divided by 100. The rest of features is normalized by using 
this equation: 

Fnormalized = (F - min) / ( max – min) 
where min is minimal value of feature (in training dataset) and 
max is maximum value. In case smaller or greater value 
occurs, Fnormalized is truncated to stay in <0,1>. 
 
4) Head motion features 

Head motion analysis provides three features that can be 
used in the recognition: motion energy of the head, horizontal 
and vertical velocity of the head. However these features are 
not invariant to differences that can exist between different 
performances of the same sign. Moreover, the head motion is 
not directly synchronized with the hand motion. To handle 
inter and intra personal differences, adaptive smoothing is 
applied to head motion features where α is used as 0.5: 

Fi = α Fi + (1 - α) Fi-1
 
This smoothing has an effect of cancelling the noise between 
different performances of a sign and creating a smoother 
pattern. 
 

C. HMM modeling 
After sequence pre-processing and normalization, HMM 
models are trained for each sign, using Baum-Welch 
algorithm. We have trained 3 different HMMs for comparison 
purposes: 

• HMMmanual uses only hand information. Since hands 
form the basis of the signs, these models are expected 
to be very powerful in classification. However, 
absence of the head motion information prohibits a 
correct classification when the only difference of two 
signs is related to the head motion (i.e. here, ishere 
and not here) 

• HMMmanual&nonmanual uses hand and head information. 
Since there is not a direct synchronization between 
hand and head motions, these models are not 
expected to have much better performance than 
HMMmanual. However using head information results 
in a slight increase in the performance. 

• HMMnonmanual uses only head information. The head 
motion is complementary of the sign thus it can not 
be used alone to classify the signs. A data fusion 
methodology is needed to utilize these models 
together with models of manual components. 

 

D. Fusion of different modalities of sign language 
We have used a sequential score fusion strategy for 

combining manual and non-manual parts of the sign. We want 
our system to be as general as possible and capable of 
extending the sign set without changing the recognition 
system. Thus, we do not use any prior knowledge about the 
sign classes. For example, we know that here, ishere and 
nothere have exactly the same hand information but the head 
information differs. Using this prior information as a part of 
the recognition system increases the performance however the 
system looses its extendibility for upcoming signs since each 
sign will require a similar prior information. Instead we 
choose to extract the cluster information as a part of the 
recognition system. 

Base decision is given by an HMM which uses both hand 
and head features in the same feature vector. However, the 
decision of these models is not totally correct since the head 
information is not utilized well. We used the likelihoods of 
HMMnonmanual to give the final decision.  
 

 
 
Fig. 13. Sequential fusion strategy 
 
1) Training 

• During training, models for each sign class are 
trained for HMMmanual&nonmanual and HMMnonmanual.  

• The cluster information for each sign is extracted 
from the confusion matrix of HMMmanual&nonmanual. In 
the confusion matrix of the validation set the 
misclassifications are investigated. If all examples of 
a sign class are classified correctly, the cluster of that 
sign class only contains itself. For each 
misclassification, we add that sign class to the 
cluster.  

  
2) Testing 
The fusion strategy (Fig. 13) for an unseen test example is as 
follows: 

• Likelihoods of HMMmanual&nonmanual for each sign class 
are calculated and the sign class with the maximum 
likelihood is selected as the base decision. 

• Selected sign and its cluster information are sent to 
HMMnonmanual.  

• HMMnonmanual likelihood of the selected sign is 
calculated as well as the likelihoods of the signs in its 
cluster. 

• Among these likelihoods, the sign class with the 
maximum HMMnonmanual likelihood id selected as the 
final decision. 
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V. SYNTHESIS AND ANIMATION 

A. Head motion and facial expression synthesis 
The head synthesis performed in the present project is based 

on the MPEG-4 Facial Animation Standard [14], [15]. In 
order to ease the synthesis of a virtual face, the MPEG-4 
Facial Animation (FA) defines two sets of parameters in a 
standardized way. The first set of parameters, the Facial 
Definition Parameter (FDP) set, is used to define 84 Feature 
Points (FP), located on morphological places of the neutral 
head, as depicted in Fig. 14 (black points). The feature points 
serve as anchors for 3D face deformable meshes, represented 
by a set of 3D vertices. 

The second set defined by the MPEG-4 Standard is the 
Facial Animation Parameter (FAP) set. The Facial Animation 
Parameters (FAPs) represent a complete set of basic facial 
actions closely related to muscle movements and therefore 
allow the representation of facial expressions by modifying 
the positions of the previously defined feature points (FP). 
They consist of a set of 2 high-level (visemes and 6 archetypal 
emotions) and 66 low-level parameters (depicted as white 
filled points on Fig. 14). In this project, we only use the low-
level parameters which are basic deformations applied to 
specific morphological places of the face, like the top middle 
outer-lip, the bottom right eyelid, etc... 

 
Fig. 15 : Head synthesis system architecture 

 
 

 
Fig. 14. The 3D feature points of the FDP set 

 
The head synthesis system architecture is depicted on Fig. 

15. As input, we receive the detected gesture (one data per 
sequence), the IPL energy, and the vertical and horizontal 
velocity of the head motion (as much data as frames in the 
sequence). We then filter and normalize these data in order to 
compute the head motion during the considered sequence. The 
result of the processing is expressed in terms of FAPs so that 
we can output a FAP file. The FAP file for the considered 
sequence is fed into the animation player. The animation 
player we used is an MPEG-4 compliant 3D talking head 
animation player developed by 

 
Fig. 16. Rendered head with different input values 

 

B. Hands and arms synthesis 
For the hands and arms synthesis, we use a library of 

predefined positions for each gesture. Each animation has key 
positions (the positions that define the gesture) and 
interpolated positions.  To create an animation we only need 
to set the key positions in the correct frames depending on the 
speed we want to get, and then interpolate the rest of the 
frames.  

[16], part of an open source 
tools set available at [17]. Once rendered, we finally output an 
avi file containing the head synthesis sequence. Fig. 16 shows 
an example rendering with respect to the input data. For our system, we need to do two different adaptations: 

speed adaptation, and position adaptation. The gesture 
detected is supposed to be closer to its predefined one, so we 
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can define a set of steps that will be the same for each 
synthesis. 

To create an animation from the features communicated by 
the analysis module, we have to follow the following steps:  

1. Physical features extraction: from the input file, we 
extract the information about the head position, the length of 
the arms, and the maximal and minimal values of the hands 
coordinates (x,y). These will be used to normalize the 
information in order to adapt the system to our avatar features. 
 

 
 

Fig. 17 : Arms system and main features. 
 

2. Speed features extraction:  For each gesture, we need to 
find the frames where the speed changes the most (border 
frames), because these frames will define our key positions. 
We find these features by differencing the coordinates of each 
frame and the next one. If the variation is smaller than a 
threshold we have set, it is supposed to be the same position 
than the last frame. It is necessary to know how much time we 
have to hold a position. With this extraction we have defined 
the frames where we will set the key positions.  

3. Physical adaptation and position definition: We can 
adapt the the parameters of our avatar according to the 
analysis results. Depending on the minimal and maximal 
values, we have extracted for x and y, we choose two 
predefined positions for each border frame, and then we 
interpolate these positions to get a new one. All positions we 
get here will be our key positions. 

 
Fig. 18 : System structure for hands and arms synthesis. 

 
4. Set positions depending on the speed features: To set the 

positions we have created, we take the border frames defined 
in step 2. We set the key positions for the border frames, 
holding them if necessary. After this, we only need to 
interpolate the rest of the frames, to get the final animation. 
From the final animation we will generate the video output 
that will be represented with the head result to show the 
complete avatar playing the gesture that the person in front of 
the camera did. 

VI. RECOGNITION RESULTS 
We have used 70% of the signs in the database for training 

and the rest for testing. The distributions of sign classes are 
equal both in training and test sets. Confusion matrices and 
performance results are reported on the test set. 

The confusion matrix of HMMs that are trained by using 
only hand information is shown in TABLE III. The total 
recognition rate is 67%. However, it can be seen that most of 
the misclassifications are between the sign groups where the 
hand information is the same or similar and the main 
difference is in the head information, which is not utilized in 
this scheme. When sign clusters are taken into account, there 
are only five misclassifications out of 228; resulting in a 
97.8% recognition rate. 

 
TABLE III. CONFUSION MATRIX. (ONLY HAND INFORMATION) 

 
 

The confusion matrix of HMMs that are trained by the 
combined feature vector of hand and head information is 
shown in TABLE IV. The total performance is 77%. All 
misclassifications, except one, are between the sign groups. 
Although there is a slight increase in the performance, this 
fusion method does not utilize the head information 
effectively. Therefore, we have adopted the sequential fusion 
fusion strategy described in Section IVD.  

The confusion matrix of the sequential fusion methodology 
is shown in TABLE IV. The total performance is 85.5%. The 
misclassifications between the sign groups are very few 
except for the study and look at sign groups. The reason of 
these misclassifications can be related to the deficiency of 
vision hardware or to the misleading feature values: 
• The study sign: The confusion between study regularly 

and study continuously can stem from a deficiency of the 
2D capture system. These two signs differ mainly in the 
third dimension, which we cannot capture. The confusion 
between study and study regularly can be a result of over-
smoothing the trajectory.  

• For the look at sign, the hands can be in front of the head 
for many of the frames. For those frames, the face 
detector may fail to detect the face and may provide 
wrong feature values which can mislead the recognizer. 
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Manual sign classification performance is 99.5%, which 
means only one sign is misclassified out of 228. 

 
TABLE IV. CONFUSION MATRIX. FEATURE LEVEL FUSION 

 
 

TABLE 3. CONFUSION MATRIX. SEQUENTIAL FUSION 

 

VII. CONCLUSIONS AND FUTURE WORK 
In this project, we have developed a sign tutor application 

that lets users learn and practice signs from a predefined 
library. The tutor application records the practiced signs; 
analyses the hand shapes and movements as well as the head 
movements, classifies the sign, and gives feedback to the user. 
The feedback consists of both text information and 
synthesized video, which shows the user a caricaturized 
version of his movements when the sign is correctly classified. 
Our performance tests yield a 99% recognition rate on signs 
involving manual gestures and 85% recognition rate on signs 
that involve both manual and non manual components, such as 
head movement and facial expressions. 
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APPENDIX : SOFTWARE NOTES 
Since the individual parts in this project were coded in C, 

C++ and MATLAB, we preferred MATLAB to combine them 
for the tutor. MATLAB GUI was used to prepare the user 
interface.  

We used the “Machine Perception Toolbox” [18] for head 
analysis. For HMM training, HMM routines in [19] are used. 
We also used “Intel Open Source Computer Vision Library” 
[20] routines in our project. 
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Abstract— The goal of this project is to convert a given
speaker’s speech (the Source speaker) into another identified
voice (the Target speaker) as well as analysing the face animation
of the source to animate a 3D avatar imitating the source
facial movements. We assume we have at our disposal a large
amount of speech samples from the source and target voices
with a reasonable amount of parallel data. Speech and video are
processed separately and recombined at the end.

Voice conversion is obtained in two steps: a voice mapping step
followed by a speech synthesis step. In the speech synthesis step,
we specifically propose to select speech frames directly from the
large target speech corpus, in a way that recall the unit-selection
principle used in state-of-the-art text-to-speech systems.

The output of this four weeks work can be summarized as: a
tailored source database, a set of open-source MATLAB and C
files and finally audio and video files obtained by our conversion
method. Experimental results show that we cannot aim to reach
the target with our LPC synthesis method; further work is
required to enhance the quality of the speech.

Index Terms— voice conversion, speech-to-speech conversion,
speaker mapping, face tracking, cloning, morphing, avatar con-
trol.

I. INTRODUCTION

THIS project aims at converting a given speaker speech
and facial movements into those of another (identified)

speaker. More precisely, it focuses on controlling a 3D talking
face (the avatar of the target speaker) using the most natural
interfaces available : the speech and facial movements of a
human speaker (the source speaker). It also assumes that the
target will generally be different from the source, so that the
project goes much further than the design of a state-of-the-art
avatar controlled by the original speaker (i.e., the same as the
one whose face was used to create the avatar). As a matter of
fact, two additional problems are encountered here:

• That of voice conversion, in order to make the target
talking face speak with the target’s voice, producing the
source’s words.

• That of facial movement conversion, in order to adapt
the movement excursions of the source face to match the
movement excursions of the target face.

The multimodal conversion problem we consider here,
however, is limited to signal-level modification, as opposed
to semantic conversion. The latter would enable, for instance,
filtering out some (most often paralinguistic) communication

This report, as well as the source code for the software developed
during the project, is available online from the eNTERFACE’06 web site:
http://www.enterface.net/enterface06.

acts (be them speech and/or facial movements, such as tics)
of the source which the target never produces, or conversely
adding target movements not present in the source but usually
in the target.

Moreover, we constraint the conversion process to maintain
some large-sense synchronicity between source and target: we
do not aim at adapting speech rate at the phoneme level,
but rather simplifying it to a possible overall speech rate
adaptation. Similarly, we do not consider a possible syllable-
level F0 conversion from source to target, but rather aim at a
possible overall F0 adaptation ratio.

It will be assumed that a large amount of studio-quality
speech data is available from the source and from the target.
This is not a usual assumption for systems which try to put new
words in the (virtual) mouth of most VIP characters (whom
cannot be easily forced to attend a formal recording session
in a studio). The assumption, however, remains realistic in the
case of a source speaker driving a famous target speaker whose
voice has been recorded in large amounts but who is simply
no longer (or not always) available. It is also assumed that this
speech data is available in the form of parallel speech corpora
(i.e., recordings of the same sentences by both the source and
the target).

A typical application of this project is therefore that of a
human actor controlling the speech and facial movements of
a 3D character whose voice is well-known to the audience.
Another possible use is for psychologists talking to children
through an avatar whose voice should be kept unchanged
among sessions, even though the psychologist may change.
If we reduce this project to its speech component, a typical
application is that of a tool for producing natural sounding
voice prompts with the voice of a voice talent, based on natural
speech (prosody and spectral features) produced by a human
speaker.

Last but not least, a side constraint of this work is that we
aim at using and producing open-source code, as required by
the eNTERFACE workshop organization.

Figure 1 shows the necessary steps involved in our project:
speech/face analysis, voice/facial movements mapping, and
speech/face synthesis. This report is therefore organized as
follows. Section II browses the state-of-the-art in speech
analysis, mapping, and synthesis for voice conversion, and
examines the approach we have followed in this project.
Section III examines facial movement analysis, mapping and
synthesis for avatar face animation, and gives details on the
algorithms we have used. This is followed in section IV by
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Fig. 1. An example of 3D cartoon avatar control using source speech and facial movements, and mapping them to target speech and face.

the experiments we did, using a specially designed database,
and by some informal assesment of the quality we reached
at the end of the 4-weeks project. The paper is concluded in
Section V by perspectives for further developments.

II. SPEECH ANALYSIS, MAPPING, AND SYNTHESIS FOR
VOICE CONVERSION

We understand the Voice Conversion (VC) process as a
modification of a speaker voice (source speaker) so that it
resembles that of another given speaker (target speaker). Our
goal is to obtain a transformation that makes the source speech
sound as if it were spoken by the target speaker.

In this work, we have approached the speech conversion
task from x (source speaker) to y (target speaker) in two
independent blocks:

• mapping from x to y′ (a first approximate of y) using the
(reduced) parallel corpus, and

• speech-to-speech (S2S) synthesis from y′ to y′′ (a second
–and more accurate– approximate of y), using the (full)
target corpus.

The first block involves aligning the data on a frame by
frame basis (section II-A) and building a mapping function
(either using Gaussian Mixture Models or Conditional Vector
Quantization, as will be seen in section II-B). In the second
block, for the successive frames of y′, we select new frames
from a large database of y voice, in such a way that we
guarantee both maximum similarity to the input frames, and
maximum continuity (the details are given in section II-D.3).
This can be seen as a smoothing step, made necessary by the
fact that the reduced size of the parallel corpus resulted in
large, non-acceptable discontinuities in the synthetic speech.

It is worth mentioning that since a large amount of data
for the target is available for this particular application (as
it is also the case for the design of a state-of-the-art text-to-
speech (TTS) system), the challenge of this project is to be
able to produce more natural sounding speech than that of a
TTS system, trained with the same amount of data, and used to
synthesize the phonemes obtained by automatic phonetic seg-
mentation (speech recognition) of the input source waveform.
As a matter of fact, the input of the voice conversion system
is itself natural speech, which can hopefully be put to profit
to deliver natural-sounding output speech. The intonation of
the source speech, for instance, can readily be used (possibly
modified) to produce the intonation of the target speech, and
thus obtain an improvement in synthesis quality over standard
TTS.

Furthermore, it is then possible to establish upper and lower
bounds to the synthesis quality we can obtain with our frame-
based voice conversion system. The lower bound would be that
obtained with a TTS backend. In this case, we would directly
use the prosody of the source waveform and the phonemes,
obtained with automatic speech recognition. The TTS would
then only need to perform unit selection and concatenation
based on this requirements. This way we expect to obtain
a higher similarity and naturality than when using only the
source (recognized) text as input. The upper bound would of
course be the natural target speech.

A. Data alignment

Although the corpus used for the voice mapping part of
+this project (see Section IV) consists of parallel utterances,
some timing differences are unavoidable due to different
speaker characteristics (pause durations, speech rate, etc.).
Since the training of the voice mapping block of fig. 1 requires
parallel data vectors, the utterances of the source and target
speakers have been aligned using a dynamic time warping
(DTW) procedure. For this project, we used the DTW algo-
rithm implemented by Dan Ellis1 and released under GPL. The
local match measure is computed as the cosine distance (angle
of the vectors) between the Short-Time Fourier Transform
(STFT) magnitudes. The left part of fig. 2 represents the
local match scores matrix, with darker zones indicating high
similarity values (ideally we would have a dark stripe down
the leading diagonal).In the right part of the figure we can see
the minimum-cost-to-this-point matrix (lighter color indicates
lower cost). In both subfigures, the red line shows the lowest-
cost path obtained by the DTW algorithm.

The DTW algorithm introduces some unavoidable errors
due to the coexistence of intrinsic spectral differences between
the two speakers. An iterative procedure can be applied
to improve the alignment, by reapplying the DTW method
between the converted and target envelopes [1]. After each
iteration, a new mapping function can be estimated between
the newly aligned original source and target data. In this
project, convergence was reached after three iterations.

B. Voice mapping

When converting the voice of the source to the voice of a
the target speaker we assume that these two voices are defined
by their spectral spaces X and Y respectively. Our problem

1http://labrosa.ee.columbia.edu/matlab/dtw/
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Fig. 2. Left: Graphical representation of the local match scores matrix (darker
colors represent a closer match). Right: Minimum cost matrix (lighter colors
indicate a lower cost). The red line shows the optimal alignment path as found
by the DTW algorithm.

in voice conversion is two-fold: at first we have to find a way
to model these spaces and then we have to find a way to
map a previously unknown example from the source space to
the target space. In order to be able to find such a mapping
we assume that there is aligned training data available. This
means that we have two sets of spectral vectors xt and yt that
describe spectral envelopes from source and target speakers
respectively. The two sets of vectors {xt, t = 1, . . . , N} and
{yt, t = 1, . . . , N} have the same length N and are supposed
to describe sentences uttered in parallel by source and target.
What is desired is a function F() such that the transformed
envelope F(xt) best matches the target envelope yt, for all
envelopes in the learning set (t = 1, . . . , N ).

In our project we tried two different approaches in order to
achieve the goal of conversion: Gaussian Mixture Models and
Conditional Vector Quantization.

a) Gaussian Mixture Models: The first approach has
been described by Stylianou et al.[1] and is based on a de-
scription of the source space using Gaussian Mixture Models:

p(x) =
M∑
i=1

αiN (x;µi,Σi) (1)

where M is the number of Gaussians, µi,Σi are the mean
vector and the covariance matrix of the i-th Gaussian com-
ponent, and αi are the weights used to combine the different
components. These M Gaussian components can be regarded
as classes within the spectral space of the source and a vector
xt can be classified to one of the classes using maximum
likelihood. The mapping to the target space is done by using
these parameters in the conversion function

F(xt) =
M∑
i=1

P (Ci|xt)
[
νi + ΓiΣ−1

i (xt − µi)
]

(2)

where ν and Γ are related to the mean target and the
cross-covariance matrix of the source and target vectors. The
parameters of the conversion function are determined by
minimization of the total quadratic spectral distortion between

the converted envelopes and the target envelopes:

ε =
N∑

t=1

||yt −F(xt)||2. (3)

For details on the minimization see [1].
b) Conditional Vector Quantization: The second method

for voice conversion applies a Conditional Vector Quantization
as presented in [2]. In contrast to the first method we get hard
cluster boundaries by using a standard LBG clustering for the
source space giving us a codebook Cx ≡ {ẋi , i = 1...m}.
Then the mapping function finds for each of these clusters a
different codebook Cy with k entries for each source space
cluster. The criterion function minimized in this case is the
approximation to the average distortion D given by

D ≈
M∑

m=1

[
1
N

N∑
n=1

p(ẋm|xn)
K∑

k=1

p(ẏm,k|ẋm,yn)d(yn, ẏm,k)

]
(4)

The conditional probability p(ẋm|xn) is the association prob-
ability relating the input vector xn with codevector ẋm, while
the association probability p(ẏm,k|ẋm,yn) relates the output
vector yn with the codevector ẏm,k of the m-th subcodebook
of Cy .

The mapping for a source feature vector xi is done by
choosing the nearest source space cluster using Euclidean
distance. This provides us with a subcodebook of Cy with K
entries. For an utterance of length N we construct a lattice of
K × N elements and we find a minimum weight path using
again Euclidean distance from frame to frame providing us
with a sequence of N vectors in Y .

C. Frame selection algorithm

Once the features of the frames of the original speaker have
been converted using either the GMM mapping or the CVQ-
based conversion, the converted features are used as inputs of
the unit-selection algorithm.

This algorithm is basically working like any TTS unit-
selection system. However, state-of-the-art TTS systems based
on unit-selection usually deal with diphones, phones or parts
of phones [3] while our algorithm uses smaller units : 32 ms
frames (with a constant shift of 8 ms between each frame).

For this part of the system, we use the complete target
speech database (as opposed to the mapping system, which
only used the aligned sub-part of it; see Section IV for details
on the databases). Among all the frames in the target database
(cmu us awb arctic ’95), we select a sequence of frames Ÿ =
[ÿ(1)... ÿ(t)... ÿ(T )] that best matches the sequence of frames
output by the mapping function: Ẏ = [ẏ(1)... ẏ(t)... ẏ(T )].
This selection is made using the Viterbi algorithm [4], [5] to
minimize the global distance between Ẏ and Ÿ . This global
distance is a combination of target and concatenation distances
which are detailed in the next three subsections. This approach
is very similar to that developed in Suenderman et al. [6], with
the difference that in our approach the target sequence for the
frame selection algorithm is the mapped sequence Ẏ , while
Suenderman et al. use the input sequence X as target.”
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1) Clustering, clusters and n-best selection: In order to
reduce the computation time, the database has been divided
into 256 clusters using the LBG method [7]. When we use
only the parallel recordings as a database, there are about 300
frames per cluster and each cluster has a centroid which is
a vector of the mean values of the features of the frames
inside the cluster. Therefore, for each set of features ẏ(t), the
algorithm first selects the cluster with the closest centroid.
The closeness of the centroid is measured using a weighted
euclidean distance

closest centroid = argmin
c=1,...,C

N∑
i=1

wi ·
(
ẏ
(t)
i − ÿ

(c)
i

)2

, (5)

where N is the dimension of the feature vectors, ẏ
(t)
i is the

ith component of the feature vector produced by the mapping
function at time t, ÿ

(c)
i is the ith component of the cth centroid

of the database and wi is the weighting factor associated to
that ith component.

Then, for each frame (1, ...,mc, ...,Mc) in the chosen cluster
c, the weighted euclidean distance between the feature vectors
ẏ(t) and ÿ(mc) is computed. This distance will be used as the
target distance tdist by the Viterbi algorithm:

tdist(t,mc) =
N∑

i=1

wi ·
(
ẏ
(t)
i − ÿ

(mc)
i

)2

(6)

Finally, if the n-best option is activated, only the NBEST
closest ÿ(mc) to the ẏ(t) are selected as candidates for Viterbi.

2) Concatenation distance: During the induction step, the
Viterbi algorithm has to compute the cost of all the transitions
from each feature vector ÿ(mc(t)), selected at time instant t, to
each vector ÿ(mc(t+1)), selected at time t + 1. Again, these
concatenation costs (cdist) are measured using a weighted
euclidean distance:

cdist(mc(t),mc(t+1)) =
N∑

i=1

wi ·
(
ÿ
(mc(t+1))

i − ÿ
(mc(t))

i

)2

(7)

This step is the most time-consuming part of the Viterbi
algorithm and is the reason why clusters and n-best selections
are so important. They reduce the transition possibilities but
in return they dramatically increase the search speed without
actually nor notably damaging the final output.

At this point, one important remark has to be done :
the concatenation distance should advantage the selection of
neighbour frames to reduce discontinuities during the synthesis
of speech. Therefore, before computing the distance between
two feature vectors, the process checks whether the corre-
sponding frames are consecutive in a wav file of the database.
In case they are, the distance is automatically set to zero.

3) Implementation: The very first tests were made using
Matlab, however it early appeared that this was very time-
consuming. In order to reduce the duration of the Viterbi
algorithm, the whole program has been rewritten in C so that
it could be compiled in a mex-file. Mex-files are pre-compiled
libraries used by Matlab as any other Matlab script. The
difference with usual scripts is that the functions implemented
in these libraries are way faster (see Annex V-G in p. 11).

Fig. 3. Block diagram of the selection method using a projection of the
mapped source MFCCs vectors into the target MFCCs space.

D. Speech synthesis

As a result of the previous steps (mapping, possibly fol-
lowed by a frame-selection algorithm as described in II-C),
we obtained a sequence of converted (target) frames that best
represent the voice transformation of a given source utterance.
The next step is to generate the converted speech resulting
from this sequence. Although it is possible to regenerate the
speech from the MFCC parameters [8], the resulting quality
is not acceptable for the task, since the parametrization is
not a lossless procedure. In particular, the phase information
is completely lost and must be estimated to provide the
synthetic voice with a higher degree of naturalness. In this
subsection, we first produce ÿ(n) using the source speaker
excitation as input of LPC filters modelling the target speech.
We then examine the production of ÿ(n) by overlap-adding
speech frames (i.e., samples) extracted directly from the target
database.

1) LP-based speech synthesis, without Viterbi: This method
is illustrated in fig. 3. The speech signal is segmented into
overlapping frames and MFCCs are computed for each frame
(vectors X in the figure). The mapping function (continuous
probabilistic mapping function based on GMM and described
earlier) computes transformed MFCCs vectors (Ẏ ). Each Ẏ is
then compared to all target database MFCC vectors in order
to get the closest match Ÿ . For each target MFCC vector,
we also have memorized the corresponding auto-regressive
coefficients. Thus, for each frame of the source speaker, we
can get the corresponding autoregressive coefficients for the
target speaker.

In parallel, for each source frame, we run a LPC analysis
to extract the LP residual of the source. Finally, to synthesize
converted speech, we use this residual as input excitation for
the LPC synthesis filter with the auto-regressive coefficients
obtained.

We know that to keep the excitation of the source is not an
ideal solution since it still keeps information from the source.
To approach a bit more the target voice, a pitch modification
can be done on the converted speech by analysing the pitch
of the source and of the target.

2) LP-based speech synthesis, with Viterbi: The voice
conversion system by LPC analysis and synthesis using the
Viterbi algorithm is detailed in fig. 4. As in the previous
method, the mapping function transforms MFCCs from the
source speech signal (X) into Ẏ MFCC vectors. For each
frame of the processed sentence, the Viterbi algorithm (that has
been previously described) gives as output an MFCC vector
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Fig. 4. Block diagram of the selection method using the Viterbi algorithm.

taken directly from the MFCC vectors of the target speech
database. It also provides the index of the sentence the frame
chosen comes from and the time stamp of the centre of the
frame. From this information, one extracts the frame from its
wave file and computes an LPC analysis to get the new AR
coefficients that will be used for the synthesis.

In comparison with the previous method, one can expect an
improvement in the choice of the frames in the target database,
since the Viterbi algorithm takes the concatenation cost into
account (and not only the target cost).

3) Speech to Speech synthesis: Instead of trying to produce
the converted speech samples by LPC analysis-synthesis, as in
the previous subsection, it is also possible to deliver speech
by overlap-adding speech frames taken directly from the target
speech files.

Here we use the natural target speech frames associated to
each MFCC vector. The problem then reduces to combining
these frames in order to achieve the highest quality possible.
We use a simple OverLap-and-Add (OLA) procedure on
the sequence of frames. However, there may be important
problems associated to the discontinuities between the frames.
To partially overcome this drawback, we apply a correction on
the frame positions, based on the local maximization of the
correlation between the already generated synthetic speech and
each new frame, as used in WSOLA [9].

III. FACIAL EXPRESSION ANALYSIS, MAPPING, AND
SYNTHESIS FOR FACE ANIMATION

Facial expression analysis and synthesis techniques have
received increasing interest in recent years. Numerous new
applications can be found, for instance in the areas of low bit-
rate communication or in the film industry for animating 3D
characters.

In this project, we are interested in head-and-shoulder video
sequences, which we use to control the lip, eye, eyebrow,
and head movements of a 3D talking head. First a 3D head
model of the target is created (basically any 3D head will do,
including a cartoon-like head). This step typically involves
the extraction of Facial Definition Parameters (FDPs) from
photographs of the target speaker. The system then analyzes
the source video sequences and estimates 3D motion and facial
expressions using the 3D head model information. The expres-
sions are represented by a set of facial animation parameters
(FAPs) which are part of the MPEG4 standard [10] (just as
FDPs). The target 3D head model is then deformed according
to the FAPs of the source, and new frames are synthesized
using computer graphics techniques. Good examples of such

Fig. 5. An ellipse is fitted to skin blob and optical flow vectors are calculated
in this region

video-based avatar control can be found in the work of
Eisert [11].

A. Face Analysis

Face analysis process mainly consists of three tasks: de-
tecting and tracking face region, extracting features for facial
gestures from the detected face region, and tracking these
features throughout the source video. In this framework,
automatic face detection and computation of 8 quadratic global
head motion parameters is done according to [12]. Figure 5
shows an ellipse fitted to the detected face region and optical
vectors calculated between two consecutive frames that will
be used in the process of computing quadratic global head
motion parameters.

The global head motion parameters are used to
• estimate the position of head in the next frame,
• approximate the 3D movement of the head and
• calculate the canonical displacement vectors of facial

feature points over the face region.
Once the face position is known, a set of useful feature

points for face components, which are lips, eyes, and eyebrows
in this scenario, are defined and tracked. For this purpose,
Active Appearance Models (AAM) approach that was intro-
duced by Cootes, Edwards and Taylor, is used as a means of
modeling and tracking face components [13], [14], [15], [16].

AAM is, in essence, a combination of ideas from Eigen-
face Models [17], Point Distribution Models [18], and Ac-
tive Shape Models [19] and has its roots in model-based
approaches towards image interpretation named deformable
template models where a deformable template model can be
characterized as a model which, under an implicit or explicit
optimization criterion, deforms a shape to match a known
object in a given image [20]. Consequently, AAMs establish
a compact parametrization of shape and texture, as learned
from a representative training set. Thus, AAMs require model
training phase before they are used to process unseen images.
In this training phase, the AAM learns a linear model of the
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correlation between parameter displacements and the induced
residuals.

During search for a face in a new frame, residuals are
iteratively measured and used to correct the current parameters
with respect to the main model, leading to a better fit. After
a few iterations, a good overall match is obtained [15] .
Applying this search method to each video frame using the
model obtained after training will constitute the tracking part
of the task. Figure 6 demonstrates a sequence of consecutive
frames as a result of the tracking task. The output of the
tracking process will be the set of 2D positions of key points
of the face components for each frame which will be input to
the facial movement mapping module.

B. Facial Movement Mapping

Since the previous module tracks pixel locations of the key
feature points of the face components and the next module will
synthesize a 3D head animation using an avatar model based
on MPEG-4 parameters, the mapping function will compute
MPEG-4 parameters from a set of 2D image locations.

MPEG-4 Facial Animation defines two sets of parameters:
the Facial Definition Parameter (FDP) set and the Facial Ani-
mation Parameter (FAP) set [21], [22]. These two sets provide
a common framework for animating a 3D face deformable
mesh model with the help of high-level and low-level facial
actions, closely related to facial muscle movements.

The first set of parameters, FDPs, is used to define feature
points that are basic components in 3D face deformable
meshes, represented by a 3D set of vertices. The movements
of these vertices drive the deformations to be applied to the
model to animate the desired facial expressions. 84 feature
points on morphological places of the neutral head model are
defined by MPEG-4 Facial Animation, as shown in figure 7.

The FDPs mainly serve for specifying how the face
mesh will deform according to the transformation parameters
(FAPs).

The second set of parameters, FAPs, on the other hand,
consists of a collection of animation parameters that modify
the positions of the previously defined feature points and,
thus, can be used to create or change the model for each
of the desired facial expressions. There are 68 FAPs that
can be grouped in two categories: high-level and low-level
parameters. The number of high-level parameters is only two.
The first one is visemes, which are the visual equivalents to
phonemes in speech. This parameter defines the mouth shapes
produced by the different possible phonemes. The second
high-level parameter corresponds to facial expressions and can
take 6 values, one for each of the 6 archetypal emotions (anger,
disgust, fear, joy, sadness and surprise). The remaining 66 low-
level parameters are used for basic deformations applied to
specific morphological points on the face, like the top middle
outer-lip, the bottom right eyelid, etc... Because FAPs are
universal parameters and independent from the head model
geometry, MPEG-4 Facial Animation defines a set of 6 units,
the Facial Animation Parameter Units (FAPU), to normalize
the FAPs and make them independent of the overall face
geometry. Prior to animation of a virtual face, the FAPs have to

Fig. 7. Feature points are used to define the shape of a face model and the
facial animation parameters are defined by motion of some of these feature
points

be normalized by their corresponding FAPUs. As depicted in
figure below, the FAPUs are defined as fractions of distances
between key facial features (i.e. eye-to-eye distance, angular
unit, etc.).

At this point, 8 quadratic global motion parameters are used
to separate the local movements of key feature points from the
global movement of head, since input value for each FAP is
independent from other FAPs.

One can think about this scenario: if head rotates around its
horizontal axis by 45 degrees, mouth will also rotate with head.
In the meantime, mouth just opens a little bit, meaning that
upper and lower lips move away from each other. And now,
if one looks at the big picture, middle point of upper lip will
seem to be moving neither just horizontally nor just vertically,
but along an inclined line in between. If the deformation value
for the middle point of the upper lip is calculated directly by
taking the difference of the 2D pixel locations between two
consecutive frames, the final value will obviously be a wrong
input for the animation. Instead of this, having (x(t), y(t)) in
frame t, for frame t+1, one can estimate (x̂(t+1), ŷ(t+1))
using global motion parameters (a1, . . . , a8) and (x(t), y(t)).
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Fig. 6. Example image sequence that demonstrates the performance of tracking by AAMs

Fig. 8. Some of the feature points are used to define FAP units when the
face model is in its neutral state. Fractions of distances between the marked
key features are used to define FAPUs

Then, the difference between the measurement (x(t+1), y(t+
1)) and estimate (x̂(t + 1), ŷ(t + 1)) can be considered as the
actual deformation of the model for the lips. Likewise, all the
values for the used FAPs can be calculated in a similar fashion.

Besides calculating the FAP values for different face com-
ponents, FAP values for the head movement itself have to
be computed as three rotation angles around the three axes
of the head. This is not an easy task since going from 2D
world to the 3D world with only one angle of view requires
sophisticated approximations, where there is no chance for
accurate results at all. There are model-based pose estimation
approaches using ellipsoidal models [23], or downhill simplex
optimization method and the combination of motion and
texture features [24], [25].

However, even though it is not as accurate as other methods,
it is also possible to simply approximate the rotation angles by
assuming that the head center moves around over the surface of
a sphere that is centered at the top of the spinal cord. When the
displacement of head is projected onto this sphere, the angles
of head rotation can be estimated approximately.

IV. EXPERIMENTS AND RESULTS

In order to design the application depicted in Fig. 1, we
needed to choose a source and target speaker, make sure we
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could have access to a large amount of speech from the target
(for the speech synthesis module), of a reasonable amount
of aligned speech data for source and target (for the voice
mapping module), and of some test speech+video data from
the source (in order to test the complete system). We chose to
use the CMU-ARCTIC databases as target speech [26]. This
database was designed specifically for building unit-selection-
based TTS systems. It is composed of eight voices, speaking
1150 sentences each (the same sentences, chosen to provide
a phonetically balanced corpus). We thus decided to record
an audiovisual complementary database, for use as the source
data.

The eNTERFACE06 ARCTIC database we have created is
composed of 199 sentences, spoken by one male speaker, and
uniformly sampled from the CMU ARCTIC database [26]. For
each sentence, an .txt, a .avi, and a .wav files are available. The
.avi file contains images with 320x240 pixels, 30 frames per
second, of the speaker pronouncing the sentence (Fs=44100
Hz). The .wav file contains the same sound recording as in
the .avi file, but resampled to 16 kHz.

The database was recorded using a standard mini-DV digital
video camera. The recording of the speech signal was realized
through the use of a high-quality microphone, specially con-
ceived for speech recordings. The microphone was positioned
roughly 30cm below the subject’s mouth, outside the camera
view.

The background consisted of a monochromatic dark green
panel that covered the entire area behind the subject, to allow
easier face detection and tracking. Natural lighting was used,
so that some slight illumination variation can be encountered
among the files (Fig. 2).

The recordings were made using the NannyRecord tool
provided by UPC Barcelona, which makes it possible for
the speaker to hear the sentence it has to pronounce twice
before recording it. The source speaker used for the recordings
were the “awb” speaker of CMU ARCTIC. The eNTER-
FACE06 ARCTIC speaker was asked to keep the prosody
(timing, pitch movements) of the source, while using his own
acoustic realization of phonemes, and of course, his voice
(i.e., not trying to imitate the target voice). This particular
setting has made it possible for the eNTERFACE ARCTIC
recordings to be pretty much aligned with the corresponding
CMU ARCTIC recordings.

Following the standard approach, the parallel database was
further divided into three subsets:

• development set, consisting of 188 sentences (of the total
198), used during the training phase of the different
algorithms (alignment, voice mapping, etc.),

• validation set, used to avoid overfitting during the re-
finement of the model parameters (number of clusters,
GMMs, etc.),

• evaluation set, used to obtain the results of the multi-
modal conversion.

It is worth mentioning that this last subset (evaluation) was not
present in any of the stages of the training. The results we have
obtained can therefore be expected to generalize smoothly to
any new data.
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Fig. 10. Block diagram show the different alternatives for the mapping
estimation and for the frame selection.

The features computed from the signals were either 13 or 20
MFCC’s and their first and second derivatives; the frame rate
was chosen to be 8ms. For the computation of the derivatives
we relied on an implementation by Dan Ellis2 and the other
signal processing steps were taken from the MA toolbox
by Elias Pampalk3. We also computed estimations of the
fundamental frequency by using functionalities provided by
the Praat software4. For fundamental frequency and for signal
energy we can also provide first and second derivatives so that
for each frame the full set of features was: 20 MFCC’s, 20
∆MFCC’s, 20 ∆∆MFCC’s, f0, ∆f0, ∆∆f0, energy, ∆energy
and ∆∆energy resulting in a vector of 66 dimensions.

In figure 10, we can see the different alternatives we have
implemented for each of the blocks.

A. Alignment and voice mapping

After the first alignment the Euclidean distance (L2 norm)
between the source and the target MFCCs was: 1210.23. Then
the GMM-based mapping was applied and the same norm
was measured on the Transformed data and the Target Data:
604.35 (improvement: 50.08%). Then the Source data were
transformed and a new alignment was performed. Using the
new aligned data, a new mapping function was estimated
and again the Source data were transformed, and again the
L2 norm between the transformed data and the Target data
was measured (397.63). The process was repeated and a new
measurement of the performance of the mapping function was
measured using the L2 norm (378.18).

Without iterations, we achieve a 50% reduction of distance
between the target and the source data. This percentage
should be higher, and provides also an information on the
difference between the two speakers, and/or of the differences
in the recording conditions. After some iteration we arrive to
stable mapping function, with an improvement over the initial
distance between the source and the target data of: 68.76%.
Figure 11 shows the reduction of the distortion due to the
iteration of the algorithm.

B. On clustering parameters

The incremental alignment procedure used a Gaussian Mix-
ture Model of the source space with 128 components. This
parameter remained fixed throughout the experiments. It had
influence on the construction of the aligned data as well as on
the mapping from source to target space, as this mapping is

2http://labrosa.ee.columbia.edu/matlab/rastamat/deltas.m
3http://www.ofai.at/˜elias.pampalk/ma/
4http://www.fon.hum.uva.nl/praat/
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Fig. 9. Facial excerpts from the eNTERFACE06 ARCTIC database.
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Fig. 11. Euclidean distance between the transformed data and the target
data. Stability is reached after three iterations, with on overall improvement
of 86%.

TABLE I
MEAN SIGNAL TO NOISE RATIO FOR VALIDATION FILE FRAMES MAPPED

TO SOURCE SPACE CLUSTERS

Number of Clusters SNR
256 11.58 dB
512 12.04 dB

1024 12.46 dB

following equation 2 and so depends as well on the number
of mixture components.

For the computation of the CVQ-based mapping the source
space had to be clustered. Table I shows the average logarith-
mic signal to noise ratios for our five validation files. We can
see that increasing the number of clusters brings improvements
of about 1 dB. For the Y |X codebook size eight was chosen,
so that we had eight candidates for the Ẏ to choose from using
the Viterbi algorithm.

C. Face animation

For our specific scenario, each frame in the training set
has been manually labeled with 72 landmarks by using the
AAM-API [27] software (freely available for non-commercial
use such as research and education). The image in figure 12
shows an example of an annotated image from the training
set.

In order to obtain an accurate mapping from the 2D pixel
locations to the MPEG-4 parameters, the annotation of the

Fig. 12. Example of a training image labelled with 72 landmark points

images in the training set should closely match the MPEG-4
FDPs. In this particular task, the mapping process includes
calculation of 6 facial animation parameters units (FAPUs),
besides 44 low-level FAPs. Figure 13 shows the face model
used in this work, already available in the XFace project.

We have found it necessary to smooth the calculated values
for animation, since the measurements in the tracking process
are noisy and small scale differences in the parameters for
the simulation process may have large effects in the resulting
animation. Kalman Filter was used for this purpose with a
state model consisting of positions and velocities of all the
key feature points on the face.

2cm
As a result of using the techniques described above, several

video files have been produced from the evaluation subset of
the database. These results are available for tests in the archive
of our project on the eNTERFACE06 website. We created
parallel videos showing source speaker and target avatar side-
by-side in order to evaluate the face detection and tracking
algorithm. As it can be seen in the videos, both algorithms
are able to provide accurate results (although they are very
sensitive to the tuning of the parameters, and in some cases
they result in unreliable estimations).

Utterances using the three speech generation techniques
previously explained (sec. II-D) have been generated. For
comparison purposes, we have also generated an English
voice for the Festival Speech Synthesis System using the full
CMU ARCTIC database (except the evaluation subset). The
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Fig. 13. The face model available in the XFace is used to create the desired
animation

phonetic segmentation was performed automatically, and thus
the resulting voice contains errors that would require manual
correction. Informal tests show that the LPC-based methods
(secs. II-D.1 and II-D.2) produce more natural, continuous
sound speech, than the speech to speech synthesis method
(sec.II-D.3). However, the speaker identity of the converted
speech is closer in the later case to the target speaker. The
highest identification score was obtained by the Festival voice,
although the discontinuities due to the automatic segmentation
seriously affect the quality of the synthetic speech.

V. CONCLUSIONS

In this paper we described a multimodal speaker conversion
system, based on the simultaneous use of facial animation
detection, 3D talking face synthesis, and voice conversion. A
typical and important feature of the problem we have treated is
that a large amount of speech data is assumed to be available
for the target speaker.

During this work, two techniques have been studied for the
mapping of the source voice to the target voice: Gaussian
Mixture Models (GMMs) and Condition Vector Quantization
(CVQ). Several alternatives for the synthesis block have been
implemented, without achieving acceptable quality. Prelimi-
nary analysis of the results indicate that discontinuities in the
phase are causing major distortion in the synthetic speech.
Possible solutions and directions for future research are given
below.

A. Enhanced multimodal approach

Of the two conversion problems mentioned in the intro-
duction of this paper (voice and facial movements), we have

mostly focused on the first, and assumed the second merely
reduced to a scaling of source to target movements. Clearly,
each human face has its own ways of producing speech, so
that the facial movement conversion step could still be widely
enhanced by submitting it to a more complex mapping stage.

One immediately notices that the approach followed here
is only weakly multimodal: it actually uses late multimodal
fusion. One of the obvious ideas that could be exploited in the
future is that of using speech for face movement detection,
and possibly face movements for helping voice mapping. A
further step could then be to study simultaneous face and
voice conversion. This would require having video data for
the target (which we did not have here). The speech-to-speech
component of our project could then be made multimodal in
essence, by using facial movements in the definition of target
and concatenation costs, for instance.

B. Weighted Euclidean distance
Until now, we have not actually used the weighted Euclidean

distance, instead we simply used the basic Euclidean distance.
However methods exist that allow the computation of optimal
weights for such a distance. A first future improvement of our
results could be to apply one of those methods.

Another way to improve this part of the system could be
to compute the target and concatenation cost with other mea-
surements such as Mahalanobis, Kullback-Leibler or Itakura
distance.

C. F0 mapping and continuity
Presently, the target speech is synthesized using the residual

excitation from the source speaker. Therefore the utterance has
the same prosody than the source. This is a major drawback
because we think this is the main reason why the final output
sounds as a third speaker situated between the source and the
target.

The next step in the development of an efficient open
source voice conversion system should be to create a mapping
function between the two speaker’s prosodies.

D. Phase continuity
In order to reduce the influence of the source speaker’s

voice in the final result, we would like not to use his residual
excitation anymore. Indeed, this residual still contains a lot of
information about him.

The OLA solution proposed in section II-D.3 can be a solu-
tion. However, this will introduce a lot of phase discontinuity
(aside from the energy and pitch discontinuities which can be
handled more easily). We have found no elegant solution to
this problem, which requires further study

E. Pitch synchronous processing
A different approach could be to use a PSOLA algorithm to

achieve the resynthesis. If PSOLA is used in the synthesis step,
then the absolute value of the pitch is of lesser importance as
a target for the Viterbi alignment, however its delta and delta-
delta are still important. Indeed PSOLA can change the overall
pitch easily, but delivers lower quality speech when the shape
of the pitch curve is modified.

                                                43



F. 3D Head Synthesis

While we have completed the face detection, movement
tracking, and 2D to 3D mapping of this project, we did
not have time to work on the 3D head synthesis aspects. In
this part, the main task is to convert the set of parameters
into visual animations. Animations are created using XFace
interface which is an MPEG-4 based open source toolkit
for 3D facial animation, developed by Balci [28]. This is
a straightforward process: once the FAP values have been
computed, the XFace editor (or any other suitable player) can
directly synthesize them (given that the parameters file format
is correct).

G. Software notes

As a result of this project, the following resources are
available:

• eNTERFACE06 arctic database (video and audio). 199
sentences sampled from the CMU ARCTIC database 5.
The video part is recorded in avi files (320x240 pix-
els), 30 frames per second, unencoded. The audio part
is recorded in wav files, 16kHz, 16 bits per sample,
unencoded.

• Conditional Vector Quantization algorithm (Matlab).
• Clustering via K-means algorithm.
• Viterbi algorithm (Matlab and C++)
• OLA implementations, with optional correlation-based

correction of the window positions.
• Automatic calculation of global head motion parameters.
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Abstract - Due to increased user/service requirements in terms 

of network quality of service (QoS) parameters, and 
heterogeneity of end-user access network options and terminal 
capabilities, introducing “network-awareness” into rich 
multimedia and multimodal networked applications could 
provide a critical advantage. An idea behind network-awareness 
is to let the applications indicate their requirements and to adapt 
to changing conditions in the network, as well as to let the 
network “know” of the applications’ resource demands. This 
approach is based on signaling, as a means to request special 
treatment for traffic in the network and to receive indications 
from the network of different conditions. Another important 
issue for the proposed solution is the simplicity of use. Providing 
developers with a reusable solution that, to much extent, removes 
the need for understanding a specific signaling protocol eases and 
quickens development of the network-aware applications. The 
project objective was to identify generic signaling functionality, 
and to create an application programming interface (API) which 
will enable application developers to create advanced multimodal 
networked services. The developed API was applied in a case 
study using a prototype application. 
 

Index Terms - Application Programming Interface, Dynamic 
service adaptation, End-to-end Quality of Service signaling, 
Multimedia and multimodal networked applications, IP 
Multimedia Subsystem 
 

I. INTRODUCTION 
With ever more widespread multimedia and multimodal 

end-user equipment, ranging from devices specifically 
designed for a particular purpose to generic laptops and 
mobile phones, a wide range of new services may be 
envisioned to provide better quality of life, especially for the 
elderly and the disabled. Examples of such services include 
universally (“anywhere-anytime”) accessible and context-
adaptive information services, medical monitoring and 
counseling services, and edutainment services based on 
collaborative virtual environments (CVE) [1]. A CVE may 
include various means of communication between its 
participants, including, but not limited to face and body 
gestures and behavior (performed via users’ representation in 

the virtual world, or, avatar), text chat, and, possibly, live 
voice communication. Further on, adaptation of the content 
presented to the user may be required in more than one way, 
taking into account the user's preferences, experience, and 
(dis)ability, as well as user's terminal capabilities/features, and 
network conditions. The interdependence of these 
requirements may be addressed through the  
"application aspect" and the "communication aspect" [12].  

From the network point of view, such applications 
involving rich multimedia content and real-time interaction 
impose more strict requirements onto managing, delivering, 
and monitoring network performance. For example, a too long 
delay in service response or inability to adapt the content to 
terminal characteristics may render the service useless. In this 
work, we are particularly interested in services with multi-
modal information being exchanged not only at the advanced 
human-computer interface, but also being transferred through 
the network. Such services need to go beyond the traditional 
approach (Fig. 1), where the quality guaranteed by the 
network is either predefined (e.g. voice quality in fixed 
telephony), or taken as random (e.g. delay in Web browsing), 
to a more “network-aware” approach. This means that a 
certain “control” component is needed at both the client and 
the service “ends”, which is capable of exchanging control 
information, or signaling, as illustrated in Fig. 2 below. 

 
Figure 1. Traditional approach - network assumes predefined behavior 

 
Figure 2. “Network-aware” approach - context and network adaptation 
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Figure 3. Model for dynamic negotiation and adaptation of QoS 

A. Dynamic service adaptation model 
A dynamic service adaptation model (DSAM) has been 

proposed in our earlier work (more details in [10]), which 
takes into account the heterogeneity of access options and 
advanced multimedia services in next generation networks, 
and attempts to further describe and specify the (sets of) 
parameters referring to:  

• end-user access network options and terminal 
capabilities (client platform) 

• user preferences (client application, human-
computer interface, personal preferences and/or 
(dis)ability) 

• available resources and costs (network) 
• service requirements (server application, server 

platform) 
The proposed model focuses on the provisioning of end-to-

end support for signaling QoS requirements at the session 
layer with the emphasis on virtual reality (VR) services. It 
includes the entire process of negotiation and renegotiation of 
QoS parameters, and service adaptation, from when an end-
user accesses a VR service until (s)he terminates it. The model 
(shown in Fig. 3) is centered on a process in a client server 
architecture in which a client accesses an application server 
that hosts the service, and consists of a set of functionalities 
that are logically combined into three entities: Client, Access 
and Control, and Application Server. 

After a user has initiated request for a specific VR service, 
the Client passes it to the Access and Control entity, 
specifying terminal capabilities and user preferences in a 

“client profile”. A client profile incorporates user preferences 
such as acceptable service format(s) and maximum download 
time, terminal hardware and software, and access network 
characteristics. The Access and Control entity represents a 
group of service control and management functionalities, and 
is responsible for identifying the client, authorizing requested 
network resources, and negotiation of QoS parameters for the 
service. 

The QoS negotiation and control (QNC) receives the client 
request and invokes the Profile Manager (PM). The PM 
retrieves “service profiles” describing various service 
configurations for the requested service and matches 
parameters of the service profiles with constraints of the client 
profile in order to determine achievable service 
configurations. A service configuration is assumed achievable 
when: (1) a user’s terminal capabilities are able to support the 
requested service processing requirements; (2) the user’s 
access network is able to support the minimum network 
requirements for all required media elements; and (3) the 
user’s preferences in terms of desired media elements and 
acceptable download time can be met. 

After the matching process, the PM extracts a set of 
potential session parameters (i.e. media formats and codec 
types) from service configurations that are feasible and 
forwards it to the QNC. The QNC sends offered session 
parameters to the Client, which in return indicates the subset 
of offered parameters it agrees to. Network entities authorize 
resources based on the agreed subset of parameters. 

The returned parameter subset is sent back to the PM, 
which then orders the achievable service configurations 
according to quality based on user perceived quality. Quality 
of the achievable service configurations is influenced by user 
preferences (i.e. a user considers video to be of more 
importance than audio), and different configuration can be 
used if service degradation or upgrading is required. The 
service profile with the highest quality configuration is sent to 
the QoS Optimization Process (QOP). 

The QOP determines the optimal service operating point 
and resource allocation taking into account constraints related 
to service requirements, terminal capabilities and user 
preferences, and network resource availability and cost. By 
the service operating point we assume the final configuration 
of the VR service (included media elements, associated media 
formats and codec types, etc.) that is to be delivered to the 
user.  

After determination of the service operating point and 
resource allocation, the QOP sends the final service 
configuration profile to the QNC of the Application Server. 
The Application Server passes the final service profile to the 
Client. In addition, reservation of network resources is 
invoked. 

The Application Server is responsible for retrieval and 
adaptation of hosted VR service based on the calculation 
carried out by the Access and Control. The QNC of the 
Application Server receives the final profile and sends it to the 
VR service processor. If necessary, service content is adapted, 
after which the VR service processor delivers it to the user. A 
generic sequence diagram of session establishment is shown 
in Fig. 4. 
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A user’s interest in particular virtual environment objects 
changes dynamically. Depending on provided interactions, a 
user may, for instance, choose to start video streaming. If an 
important change in user’s interest occurs, a need to determine 
the new service operating point and reallocate network 
resources may arise in order to meet new service 
requirements. A user interaction, or a change perceived by the 
service itself cause an event to be sent from the service to the 
Event Manager (EM). Using received events, the EM informs 
the QOP of new service conditions.  

Negotiation/adaptation and optimization procedures are 
invoked throughout the service lifetime in response to 
significant network conditions and changes occurring in 
service requirements and constraints like network resource 
availability, network resource cost, and the client profile. Each 
of the parties involved - the client side, the server side, and the 
network - respond to dynamic changes in the system. 

Three scenarios are specifically addressed: 
 Changes in service requirements refer to addition or 

detraction of application components (for instance, 
starting or stopping video and audio streaming) 
which result in signaling, among rest, reservation or 

release of network resources. 
 Changes in client profile refer to variations in any 

client profile parameter (user terminal hardware or 
software characteristics, access network 
characteristics, user preferences) and are simulated 
by sending new client profile versions from the 
client side. 

 Changes in resource availability refer to variations of 
authorized network resources and result in signaling 
new conditions to the end-points. 

 

B. Dynamic service adaptation model implementation 
While the proposed model is independent of the particular 

network scenario, its applicability is of particular interest in 
the 3GPP’s (3rd Generation Partnership Project) IP Multimedia 
Subsystem (IMS) [7], a key path to providing the converged 
next generation network architecture. An implementation of 
the model was developed by mapping the DSAM model 
entities to different nodes of the IMS architecture (more 
details in [11]). For each of the conditions (session 
establishment, change in client profile, change in service 
requirements, and change in resource availability) covered by 
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Figure 4. Generic sequence diagram for initial session establishment 
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the model a specific signaling scenario, that includes exchange 
of signaling messages between involved parties, has been 
defined according to the 3GPP specifications [4], [8], [9]. 
End-to-end signaling is preformed using widely adopted 
IETF’s Session Initiation Protocol (SIP) [2] that, in our case, 
is used to exchange XML-based client and service profiles. 
Implementation of this signaling functionality will be used as 
the basis for API development. 

II. DYNAMIC SERVICE ADAPTATION API 
The goal of this project was to identify generic signaling 

functionality for application network-awareness and “fold” it 
into an API to be used by various multimedia and multimodal 
applications. The API, named Dynamic Service Adaptation 
(DSA) API, was designed with client/server architecture in 
mind meaning that one part of the API is to be used on the 
client side (DSA Client API related to client application with 
client platform) and the other part is to be used on the side of 
an application hosting the service(s) (DSA Server API related 
to server application with server platform), as shown in Fig. 5.  

By using developed API, the application developers should 
be shielded from the signaling protocol specifics. The 
functionality of the API covers signaling service requirements 
(in our case service profile), client characteristics (in our case 
client profile) and final service configuration during session 
establishment (service invocation) and session update (service 
run-time phases) by exchanging messages, and capability of 
receiving notifications of various events that are related to 
changing conditions. Session update capability is initiated in 
response to changes occurring in service requirements, 
network resource availability and/or costs, and client 
capabilities - scenarios already referred to as change in service 
requirements, change in client profile, and change in resource 
availability. The effects of signaling may include network-
aware service adaptation in response to varying conditions, as 
well as adequate network response to client and service 
requirements, with the overall goal of providing a better 
service to the user. 

Fig. 6 portrays the building blocks of DSA API described 
hereafter. 

 
1) DSA Client API 

 
For the client part of DSA API several high-level 

functionalities were abstracted. Most importantly, the client 
part should handle all the signaling with involved parties in 
terms of exchanging signaling messages. This includes 
sending client profiles and session descriptions, as well as 
receiving notifications of events occurring in the network or at 
the server side. Furthermore, API implementation should ease 
client profile manipulation. With these requirements in mind, 
following modules were identified (Fig. 7): 

 
 Signaling agent 
 Signaling event listener 
 Client profile handler 

 
Signaling agent entity is the most important part of the 

Client API, responsible for handling all signaling messages. 
Several methods were identified as mandatory for this 
signaling capability. First one is establishSession() which 
initiates the signaling exchange with other network entities 
involved. As an input argument it should receive client profile 
description in a XML format that includes definition of client 
preferences and capabilities. Analogue to this method, the 
session can be terminated at any time by calling the 
terminateSession() method. The changeInClientProfile() 
method models a scenario when a change in client profile 

 
 

Figure 5. DSA API embedded in DSAM model architecture 

 
 

Figure 6. DSA API architecture 
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occurs, for instance due to change of access network or user 
preferences. Another method, the 
changeInServiceRequirements(), covers a scenario when the 
client side initiates change in service requirements related to 
signaling release of network resources reserved for (a) 
particular service component(s). If a user is required to 
register to use the network services, registration process is 
invoked by calling the register() method. 

Signaling event listener entity is responsible for receiving 
events related to signaling progress. This includes basic 
notifications on state of session establishment (session 
successfully established and session establishment failed), 
session update (session successfully updated and session 
update failed), change in service requirements/signaling 
release of network resources (service requirements changed), 
and session termination (session successfully terminated), 
regardless of which entity initiated the signaling. Additionally, 
the client side can be notified of the registration process 
(client successfully registered and client registration failed).    

Client profile manipulation module is responsible for the 
client profile creation and modification. 

 
2) DSA Server API 

 
DSA Server API was intended to provide applications with 

the means to specify service requirements and changes thereof 
in response to various user demands and network conditions. 
As specifying service requirements is done in terms of the 
service profile, this assumes the service parameters to be 
specified in a standard format after which they are embodied 
in the signaling messages and delivered to other entities. 

Basic requirements of the DSA Server API included 
signaling capability, based on the proposed signaling 
functionality, and ability to receive and properly interpret 

indications from the network. Signaling capability refers to 
building blocks and methods that handle signaling specifics 
based on the proposed message flow diagrams. Indications 
from the network are based on the signaling progress in a 
particular scenario, and are meant to signal various network 
conditions of interest to application (changes in user 
preferences, capabilities of user terminals, access network 
conditions and network resource availability). Specification of 
the DSA Server API is shown in Fig. 8. 

Signaling manager entity is directly associated with the 
signaling capability that is able to manage many clients 
(users). Its functionality takes care of processing and/or 
sending proper signaling message depending on developing 
network conditions or service requirements. Besides defining 
methods for starting and shutting down this entity, a method 
for handling changing service requirements in terms of 
signaling new service configurations has to be modeled. The 
latter only handles the case where application initiates 
signaling between involved parties, the rest is managed 
automatically.  

Signaling event listener entity is, analogously to the client 
side, related to receiving events associated to signalization 
progress and, through it, to varying network conditions. 
Session successfully established and session establishment 
failed are to receive events specific to setting up a session 
between an application and a client. This process precedes 
initial service retrieval. Session successfully terminated 
manages events specific to session termination. Session 
successfully updated and session update failed are to handle 
events specific to session update. These events arise in 
response to changing network conditions and/or service 
requirements after session establishment. Any service 
component needs network resources to be reserved in order to 
be delivered to a user. As the signaling functionality assumes 
signaling network (transport) QoS requirements to underlying 
network entities in order to reserve necessary resources, 
reserved network resources released event has been 
introduced in order to indicate the release of those resources. 

loadClientProfile()
changeClientProfile(parameter)

storeClientProfile()

parseClientProfile()
retrieveClientProfileParameter(parameter)

DSA Client API

Client profile
manipulation

Signaling agent Signaling event
listener

establishSession(clientProfile)

terminateSession()

changeInClientProfile(newClientProfile)

changeInServiceRequirements()

register()

sessionSuccessfullyEstablished(initialServiceConfiguration)

sessionEstablishmentFailed(failureCause)

serviceRequirementsChanged()

sessionSuccessfullyUpdated(newServiceConfiguration)

sessionUpdateFailed(failureCause)

sessionSuccessfullyTerminated()

clientRegistered()

clientRegistrationFailed(failureCause)

 
Figure 7. DSA Client API specification 

 

loadServiceConfiguration()
changeServiceConfiguration(parameter)

storeServiceConfiguration()
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shutDownSignalingManager()
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Figure 8. DSA Server API specification 
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Service configuration manipulation manages service 
configuration processing in terms of retrieving (retrieve 
service configuration parameter) or changing (change service 
configuration) a particular configuration parameter. 

III. DSA API IMPLEMENTATION 
DSA API Reference Implementation (RI) is based on the 

NIST-SIP API [3] and the 3GPP specifications [4], [8], [9] 
providing SIP signaling mechanisms and specifics. 

 

A. DSA Client API RI 
Reference implementation of DSA Client API relies on two 

Java packages: 
• hr.fer.tel.nims.dsa.client, and 
• hr.fer.tel.nims.dsa.client.clientprofilehandler. 

First package (Fig. 9) contains SignalingAgent and 
SignalingAgentException Java classes, and the 
SignalingEventListener Java interface. SignalingAgent 
corresponds to the Signaling agent and is initialized with the 
reference to an implementation of the SignalingEventListener 
Java interface and a path to the configuration properties file. 
Methods implemented in the SignalingAgent are used for 
establishing, updating, and terminating the session, as 
described in the previous section. The 
SignalingAgentException was introduced in order to notify the 
client with a description of a problem related to the signaling. 

The SignalingEventListener Java interface was modeled 
according to the Signaling event listener entity. An 
implementation of the handleSessionEstablishedEvent() 
method is notified of successful session establishment with a 
server hosting the service, and passed an initial service 
configuration for the session. An implementation of the 
handleSessionEstablishmentFailedEvent() method is notified 
of a failure during session establishment and passed a 
description of a failure cause. Event describing successful 
session termination is delivered by calling an implementation 
of the handleSessionTerminatedEvent() method. In response 
to changing network conditions, session has to be updated. 

The handleSessionUpdatedEvent() method notifies of 
successful update of the session by delivering new service 
configuration, while the handleSessionUpdateFailedEvent() 
method delivers a description of a failure cause along. The 
handleServiceRequirementsChangedEvent() method 
implementation is notified of network resource release for (a) 
particular service component(s). Methods related to 
registration process are implemented according to the 
behavior model described in the previous section. 

Package hr.fer.tel.nims.dsa.client.clientprofilehandler 
contains functionalities for handling the client profile 
specifics. Main Java class for managing both client and 
service profiles is the ProfileParser which implements 
ProfileInterface Java interface. It comprises methods for 
managing profiles: getParameter(), addParameters(), 
editParameters(), and getParameterValue(). Parsing the 
profiles is done using the Simple API for XML (SAX) parser 
[6]. 

 

B. DSA Server API RI 
Following API specification, reference implementation 

relies on three Java packages: 
• hr.fer.tel.nims.dsa.server, 
• hr.fer.tel.nims.dsa.server.eventlistener, and 
• hr.fer.tel.nims.dsa.profilemanipulation. 

First package contains SignalingManager Java class (Fig. 
10) that corresponds to the Signaling manager entity. Its 
constructor is initialized with the configuration properties file 
and the reference to an implementation of the 
SignalingEventListener Java interface. The 
startSignalingManager() method starts, while the 
shutDownSignalingManager() method terminates the 
components of the manager. As explained previously, the 
changeInServiceRequirements() method initiates signaling 
new service requirements in terms of new service 
configurations. 

The hr.fer.tel.nims.dsa.server.eventlistener defines 
SignalingEventListener Java interface (Fig. 10) that was 
modeled with the Signaling event listener entity. An 
implementation of the handleSessionEstablishedEvent() 
method is notified of successful session establishment with a 
particular client and passed an initial service configuration for 
the session. An implementation of the 
handleSessionEstablishmentFailedEvent() method is notified 
of a failure during session establishment with a particular 
client and passed a description of a failure cause. Event 
describing successful session termination with a particular 
client is delivered by calling an implementation of the 
handleSessionTerminatedEvent() method. In response to 
changing any network condition, session has to be updated. 
The handleSessionUpdatedEvent() method notifies of 
successful update of the session with a particular client by  

 
 Figure 9. Package hr.fer.tel.nims.dsa.client* 
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Figure 10. Package hr.fer.tel.nims.dsa.server* 

 
delivering new service configuration, while the 
handleSessionUpdateFailedEvent() method delivers a 
description of a failure cause along. An implementation of the 
handleNetworkResourcesReleasedEvent() method notifies of 
network resource release for a particular client. Each client 
must uniquely be identified with its IP address. 

The profilemanipulation package (Fig. 10) consists of 
several Java classes that handle the service configuration 
format (service profile) explained in the first section. The 
ProfileInterface Java interface defines basic 
format/configuration manipulation methods, while the 
ProfileParser Java class implements methods for parsing it 
and modifying its values. The XmlElement Java class 
symbolizes a tag in the XML (Extensible Markup Language) 
structure with accompanying attributes. 

IV. CASE STUDY 
In order to show the applicability of the DSA API, a 

prototype Web-based application has been designed and 
developed. It hosts a 3D virtual world featuring a treasure 
hunt-like game and was extended with the signaling 
capability. Example client and service profiles that describe 
different user preferences, terminal capabilities, access 
network conditions, and service requirements were specified. 
Using the prototype application functionality of the API was 
tested in a laboratory testbed. 

 

A. The prototype application 
Our case study application, the Inheritance Chase, is a 

multiplayer game based on the client/server network 
architecture. The game scenario consists of a real-time 
adventure similar to a treasure hunt and is taking place in a 3D 
world developed using the Virtual Reality Modeling Language 
(VRML). Its plot is as follows. Players’ rich distant relative 
has deceased recently and left a vast inheritance. His last will 
is hidden somewhere in the virtual world and each player has 
to find it first in order to get the inheritance. To achieve that, 
they have to follow different audio and/or video clues. 

The virtual world (Fig. 11) consists of two scenes: an island 
with two houses (Fig. 11a), which is a part of the world where 

most of the game takes place, and the scene containing a large 
chessboard (Fig. 11c), associated to one of the clues. After a 
player enters the game, the main scene is retrieved from the 
server side. Each player is represented with an avatar (virtual 
3D character, Fig. 11b) which is visible to other players. As 
players explore the world, they come across the clues. Clues 
that lead players to finding the will were designed in different 
forms - some of them are streaming audio/video clips, others 
were implemented using special VRML elements bound to the 
scenes themselves. There are particular scene objects that are 
to be selected with the mouse in order to start “streaming” 
clues playing. All this service content (virtual 3D scenes, 
avatars, real-time streaming media, texture images) contribute 
to complexity of the system which, we believe, may serve as 
an example of an advanced multimedia and multimodal 
application, and its complex QoS requirements at the transport 
layer. 

Implementation of the application hosting this service is 
divided into three parts. The first part refers to the SIP 
signaling functionality in the terms of specifying service 
requirements using service profiles. This logic was developed 
in a way to meet dynamic nature of the system and handle 
exchange of signaling messages as defined by dynamic 
negotiation and adaptation scenarios (chapter 1.A). The 
second part is responsible for retrieving the 3D scenes, 
starting/stopping and displaying audio/video clips, 
synchronizing virtual world states among different players etc. 

 
 

a. The island 
 

 
 

b. Players’ avatars 
 

Figure 11. The Inheritance Chase game 
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“Real-time media” hints are streamed and displayed using 
Java Media Framework (JMF) API based players. The third 
one is related to the service content and has been realized 
using an Apache Tomcat Web server. Multiplayer engine of 
the game is called DeepMatrix, and is written using Java 
programming language. 

The Inheritance Chase game has been developed in three 
different service versions. Each of them regulates which 
service components, and in what form, are going to be 
delivered to a user, depending on the client side capabilities, 
network conditions, and service requirements. These three 
support: 

(1) high quality audio and video streaming,  
(2) low quality audio and video streaming, and  
(3) low quality audio streaming only,  

each with accompanying set of media codecs offered. Their 
configurations are stored as service profiles on server that 
hosts the service and organized according to predefined XML 
structure. For each service version this implementation 
provides only static transcoding, which means that service 
content has to be prepared in advance.  

The client side is represented with several different client 

profiles based on various user terminal capabilities, access 
network characteristics, and user preferences. Client profile 
format is based on the SDPng [5]. 

 

B. Laboratory setup and test scenarios 
As mentioned before, DSAM model was mapped to the 

3GPP IMS architecture. This mapping was used as a reference 
for DSA API implementation. The API embedded in DSAM 
prototype implementation entities of a laboratory testbed is 
shown in Fig. 12. The Session control element is responsible 
for managing the signaling flows. It routes messages from the 
Client to the End point Application Server through the QoS 
Matching and Optimization Node. It is also responsible for 
registration and authentication procedures. The QoS Matching 
and Optimization Node is the central part of DSAM model, 
responsible for matching process and optimization 
calculations. The Policy enforcement element is used for 
reservation of the negotiated network resources. It also detects 
any change in network resource availability.  The Network 
control element is used for forwarding signaling messages 
between the Client and the Session control element, and for 
passing negotiated resource reservation parameters to the 
Policy enforcement element. The Virtual channel emulates 
various network conditions.  

The prototype application integrated with developed DSA 
API was tested with the following scenarios [10]: 

 
 Session establishment, 
 Change in service requirements, 
 Change in client profile, and 
 Change in network resource availability. 

 
Session establishment is invoked by an end-user (a player). 

It includes procedure of registering a user-terminal to the 
network, negotiating initial service parameters (Fig. 13) in the 
terms of final service profile, and service retrieval (scene 
download, Fig. 14) in accordance with negotiated 
configuration. This scenario also comprises signaling 

Client
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Figure 12. DSA API embedded in laboratory testbed implementation entities 

 
 

c. The chessboard 
 

Figure 11. The Heritage Chase game 
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authorization, reservation, and release of network resources 
used for scene download, as needed. 

Change in service requirements is caused by a user 
initiating an audio and/or video streaming. Signaling new 
service requirements is invoked by the server side, and new 
service configuration is negotiated based on information, 
carried in signaling messages, that are related to streams being 
requested. The QoS Matching and Optimization Node 
calculates optimal audio and video codec combination based 
on user preferences, user terminal constraints, network 
capabilities (bandwidth, delay, loss, etc.), resource cost, and 
service requirements. Prior to starting media streaming (Fig. 
15), reservation of network resources is signalized. Through 
the Policy enforcement entity the Network control element 
reserves the calculated resources at the virtual channel.  

The third scenario, change in client profile, is caused by an 
increase or a decrease in the user’s access network bandwidth, 
which results in new negotiation and optimization process. 

This change is simulated by sending a new client profile 
configuration from the client side. If, for instance, media 
streaming is taking place at that instant, and if a variation of 
the bandwidth increase is significant, automatic change of the 
streaming quality/codecs (Fig. 16 and Fig. 17) will occur 
according to the new service configuration. 

Change in network resource availability is detected by the 
Network control element (receives information from the 
Virtual channel). This again invokes negotiation and 
optimization process, which results in a new service 
configuration. Automatic changes of service parameters (i.e. 
audio codec due to a decrease of authorized network 
resources, Fig. 18 and Fig. 19) at the client and the server side 
occur in compliance with negotiated service profile. 

During service run-time, changes in various 
parameters/constraints, related to the client side, service 
requirements, and the network resources can occur, and it was 
shown that each time an adapted version of all the service 
components will be delivered to a user. 

 
 

Figure 13. Session parameters offered during initial session establishment 
 

 
 

Figure 14. Service retrieval 

 
Figure 15. “Streaming” audio and video clues 

 

 
Figure 16. “Streaming” audio and video clues after codec change 
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V. CONCLUSION 
The developed API offers various benefits to application 

developers. It may ease development of advanced multimodal 
and multimedia applications with network-aware adaptation 

and shorten the application development time. The proposed 
approach differs from current approaches, where applications 
either (1) do not use signaling at all (e.g. most Internet 
applications), or, (2) use a standard network and/or service 
specific signaling protocol (e.g. H.323, SIP) but have the 
signaling capability built into, and thus inseparable from, the 
client application or client platform. While the second 
approach enables the exchange of control information, it is 
practically impossible to reuse this functionality due to tight 
coupling with the application. Also, this approach assumes 
that the application developer knows the signaling protocol 
specifics very well, and is capable of building the signaling 
agent into each and every new application from scratch. 
Finally, once built into the application, signaling support can 
not be upgraded to, for instance, a more recent release of the 
signaling protocol without significant effort and rebuilding the 
whole application. The proposed approach solves these 
problems. 
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Figure 17. Applied codec change after increase in network bandwidth 
 

 
 

Figure 18. “Streaming” audio clue 
 

 
 

Figure 19. Applied codec change after authorized resources decrease 
 

                                                55



eNTERFACE’06, July 17th - August 11th, Dubrovnik, Croatia - Final Project Report 
 
Miran Mosmondor received his Dipl. Ing. (2004) degree in electrical 
engineering from the University of Zagreb, Croatia. Since 2004 he has been 
employed as a research engineer in the Research and Development Center of 
the Ericsson Nikola Tesla company in Croatia, working in the area of 
networked virtual reality. Currently he is also working towards his Ph.D. 
degree at the Faculty of Electrical Engineering and Computing, University of 
Zagreb. As an undergraduate student with state scholarship he participated in 
the Summer Camp 2003: “Agent and Visualization Technologies” workshop, 
jointly organized by Ericsson Nikola Tesla in cooperation with the Faculty of 
Electrical Engineering and Computing, University of Zagreb. Later, he 
became one of the project leaders at Summer Camp 2005 "Exploring ICT 
Frontiers: Agents, IP Multimedia Subsystem, and Distributed Computing". He 
published several conference papers, some of which were awarded (IEEE 12th 
MELECON 2004; Best Student Paper Award). His main research interests are 
in the field of multimedia communications, virtual environments and mobile 
applications development. 
 
Maja Matijasevic received her Dipl.-Ing. (1990), M. Sc. (1994), and Ph. D. 
(1998) degrees in Electrical Engineering from the University of Zagreb, 
Croatia, and the M. Sc. in Computer Engineering (1997) from the University 
of Louisiana at Lafayette, LA, USA. She is presently an Associate Professor 
in the Faculty of Electrical Engineering and Computing, University of Zagreb, 
Croatia. Her main research interests include networked virtual environments 
and advanced multimedia for next generation networks. She authored more 
than 40 publications, and served as a guest editor for several journal special 
issues. She has been involved in organization of several international 
conferences. Dr. Matijasevic is a senior member of IEEE, and member of 
ACM and Upsilon Pi Epsilon Honor Society in the Computing Sciences. 
 
Sasa Desic received his Dipl. Ing., M.Sc. and Ph.D. degrees from the Faculty 
of Electrical Engineering and Computing, University of Zagreb, Croatia, in 
the years 1997, 1999 and 2004 respectively. From 1997 to 2000 he worked as 
a research assistant at Faculty of Electrical Engineering and Computing. He 
has been with Ericsson Nikola Tesla since 2000, currently employed as head 
of the Research Department. Previously he was the project leader of a joint 
research project conducted in cooperation with the Faculty of Electrical 
Engineering and Computing called “Remote operations management” 
investigating systems for software management on the remote locations. He 
actively participates in several research projects conducted in cooperation with 
the academia including project Location Based Services investigating the 
integration of different sources of location information. Since 2004, he is also 
an adjunct assistant professor at the University of Zagreb, Faculty of Electrical 
Engineering and Computing. 
 
Ognjen Dobrijevic received his Dipl. Ing. degree in Electrical Engineering 
from the University of Zagreb in June 2004. In 2002 and 2003 he participated 
in the workshop, organized in the collaboration between the Research 
Department of the Ericsson Nikola Tesla company in Zagreb and the 
University of Zagreb, Faculty of Electrical Engineering and Computing, 
where he was engaged in projects Mobility in Advanced Network 
Architectures and Visualization Technologies. He has been a research 
assistant at the Faculty of Electrical Engineering and Computing in Zagreb 
since September 2004, where he is working towards his Ph.D. His main 
research interests include next generation networks, related QoS signaling 
issues, and adaptive multimedia applications. He is a member of the IEEE 
association. 
 
Ivan Piskovic was born 1983 in Zagreb, Croatia. He finished high school in 
Zagreb in 2001 and is now an undergraduate student of the Faculty of 
Electrical Engineering and Computing, University of Zagreb. His interests 
include architecture of next generation networks and related multimedia 
session-control issues. 
 
Mirko Suznjevic was born 1983 in Karlovac, Croatia. He finished high 
school in Glina in 2001 and is now an undergraduate student of the Faculty of 
Electrical Engineering and Computing, University of Zagreb. In 2005 he 
participated in Ericsson’s workshop, Summer Camp 2005 "Exploring ICT 
Frontiers: Agents, IP Multimedia Subsystem, and Distributed Computing", 
where he worked on development of a networked virtual environment 
application with multi-user support. His interests include networked virtual 
environments and network design. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                56



eNTERFACE’06, July 17th - August 11th, Dubrovnik, Croatia - Final Project Report 
 

APPENDIX: SOFTWARE DEMONSTRATION NOTES 
In order to run demonstration example, installation and 

configuration of three software components has to be done. 
Instructions for running each of the provided components 
under Windows operating system will be described hereafter. 

 

A. Instructions for installing the Inheritance Chase game 
and the End point Application Server 
First step is to:  

1) Copy the matrix_server folder (further on referred to 
as ‘+’) to a machine that will run the game server 
application.  

After copying the folder:  
2) Create C:\Documents and Settings\User\Desktop 

destination folder, if one already does not exist, and 
copy sdpcontent.txt and sdpParameters.txt files from 
the +\sdpmediadescription folder to the destination 
folder. 

3) Edit the configuration.properties file, in the 
matrix_server folder, to respond to IP address of the 
computer and wanted port number. 

 
In order to run the game server, the computer furthermore 

needs to have the following software installed: 
- Apache Tomcat Web server (version 5.5 preferred), 

and 
- Java Media Framework (JMF) API (version 2.1.1e 

preferred). When the JMF is installed, the jmf.jar file 
from the <JMF_folder>\lib folder needs to be copied 
to the +\lib folder. 

 
After installation of the Web server:  

1) Modify the gallery<1,2,3>.xml files in the +\ 
serviceprofilerepository\gallery\profiles folder so that 
IP address in the url parameters responds to IP address 
of the computer used as the game server. 

2) Complete folder named DeepMatrix needs to be 
copied into the <Tomcat_folder>\Apache Software 
Foundation\Tomcat 5.5\webapps\ROOT folder 
(further on marked as ‘*’). 

3) Class file EventManager from the 
+\bin\nvrcontentserver\vrserviceprocessor folder 
needs to be copied into the *\WEB-
INF\classes\nvrcontentserver\vrserviceprocessor 
folder. 

4) Class file GalleryServlet from the 
+\bin\nvrcontentserver\vrserviceprocessor\... 
...galleryservice folder needs to be copied into the 
*\WEB-
INF\classes\nvrcontentserver\vrserviceprocessor\... 
...galleryservice folder. 

5) File web.xml in the <Tomcat_folder>\Apache Software 
Foundation\Tomcat 5.5\conf folder needs to be 
modified so that the comments “around” servlet 
org.apache.catalina.servlets.InvokerServlet and 

“around” servlet mapping for the invoker servlet (tag 
servlet-name equals to invoker) are deleted. 

6) Files Matrix.html and Matrix1.html in the 
*\DeepMatrix folder have to be modified so the IP 
addresses correspond to the machine that hosts the 
game server. 

7) File matrix.wrl in the *\DeepMatrix\world folder has 
to be modified in scripts calling and calling2 so the IP 
address/computer name corresponds to the machine 
that hosts the game server. If an IP address is used, 
input format must be complied. Furthermore, modify 
IP address in the first two url parameters of the 
Anchor node in the Object3 Transform node to match 
the computer being used as the game server. 

 

B. Instructions for installing the QoS Matching and 
Optimization Node 
For the purposes of matching client and service profiles, 

and optimizing final service configuration that is delivered to 
a user, the QoS Matching and Optimization Node (QMON) 
needs to be installed. First step is to:  

1) Copy the SIP-AS folder (further on referred to as ‘#’) 
to a machine that will run the component. It is 
recommended to use a different machine than one 
hosting the game server application, but it is not 
necessary. 

After copying the folder:  
2) Edit the configuration.properties file, in the SIP-AS 

folder, so the javax.sip.IP_ADDRESS and the 
hr.fer.teletk.NETWORK_PRICE_QUOTATION_AD-
DRESS parameters respond to IP address of the 
computer, and hr.fer.teletk.SIP_STACK_PORT to a 
wanted port number. Furthermore, the 
javax.sip.OUTBOUND_PROXY parameter must 
respond to IP address and port number of the Server’s 
configuration. 

3) Modify all txt files in the #\SimulatedResponses 
folder, so that the ReceivingClientIP tag responds to 
IP address of a computer running the client and IP 
address in the url parameter(s) matches IP address of 
the computer hosting the game server. 

4) Add the absolute path of the #\lib folder to the Path 
system variable. 

 

C. Instructions for installing the Client 
First step is to:  

1) Copy the matrix_client folder (further on referred to as 
‘$’) to a machine that will run the game client 
application. It is recommended to use a different 
machine than one hosting the QMON, but it is not 
necessary. 

After copying the folder:  
2) Edit the configuration.properties file, in the 

matrix_client folder, to respond to IP address of the 
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computer and wanted port number. Furthermore, the 
NEXT_HOP parameter must respond to IP address and 
the hr.fer.teletk.SIP_STACK_PORT port number of 
the QMON. 

3) Modify the four files, in the matrix_client folder, that 
contain word gallery in their names so that IP address 
in the Host parameter corresponds to IP address of the 
computer hosting the game server. 

 
In order to run the client application, the computer needs to 

have the following additional software installed: 
- Microsoft Java Virtual Machine (MS JVM, version 

5.00.3810 preferred), 
- a Web browser (Internet Explorer preferred), 
- VRML player/viewer for the particular Web browser, 

i.e. if Internet Explorer is used, Cortona VRML Client 
is preferred, and 

- JMF API (version 2.1.1e preferred). When the JMF is 
installed, the jmf.jar file from the <JMF_folder>\lib 
folder needs to be copied to the matrix_client\lib 
folder. 

When installing the JMF, mark all the checkboxes setup 
offers. In the Tools->Internet Options…->Advanced section 
of the Internet Explorer, usage of the compiler for Microsoft 
Virtual Machine has to be enabled. 
 

D. Simple demonstration scenario 
When software components have been properly configured, 

each of them can be started using accompanying batch file. 
Following simple demonstration scenario, a particular 
functionality of DSAM prototype implementation can be 
portrayed. Each client must uniquely be identified with its IP 
address. Before starting demonstration, it should be checked 
whether the Web server has been started. 

Assumed demonstration scenario will reflect functionality 
of the software components related to first three scenarios of 
the case study - session establishment, change in service 
requirements, and change in client profile. 

Session establishment is invoked by a user sending a 
particular client profile - in this case, for instance, the Matrix 
audio and video LQ. This particular client profile depicts 
conditions in UMTS access network with somewhat lower 
bandwidth and user’s interest in both audio and video 
component of the service. Before sending the profile, the user 
has to specify IP address and port number of the game server. 
Next step in initial session establishment is offering session 
parameters to the user. For now, it is only allowed to accept 
offered parameters. After negotiating initial service 
parameters in the terms of final service profile, session 
establishment procedure successfully finishes and main 3D 
scene of the game is retrieved. It is displayed in the window of 
a Web browser when the user has logged in (use login mm).  

Now change viewpoints to the scene until one containing a 
phone box is reached. Selecting it with the mouse starts 
“streaming” clues playing (adding audio/video streaming to 
the game refers to change in service requirements). Prior to 
streaming, signaling these new service requirements is 

invoked by the server and new service configuration is 
negotiated based on the information related to media streams 
being requested. 

While the streaming takes place, the user could, for 
instance, send the Matrix audio and video HQ profile. This 
client profile depicts the same user’s preferences (interest in 
both audio and video) but somewhat altered conditions in the 
access network related to a higher bandwidth.  Sending new 
client profile results in new negotiation and optimization 
process. In this case, when the process finishes the streaming 
quality improves (audio and video codecs change, according 
to the new service configuration, which can be seen in the 
console of the VRML viewer). 

Completion of the streaming also results in signaling 
changed service requirements, but this time associated to 
detraction of service components. 
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An instrument of sound and visual creation driven
by biological signals

Andrew Brouse, Jean-Julien Filatriau, Kosta Gaitanis, Rémy Lehembre, Benoı̂t Macq, Eduardo Miranda,
and Alexandre Źenon

Abstract— Recent advances in new technologies offer a large
range of innovative instruments for designing and processing
sounds. This paper reports on the results of a project that
took place during the eNTERFACE06 summer workshop in
Dubrovnik, Croatia. During four weeks, researchers from the
fields of brain-computer interfaces and sound synthesis worked
together to explore multiple ways of mapping analysed physiolog-
ical signals to sound and image synthesis parameters in order to
build biologically-driven musical instruments. A reusable flexible
framework for bio-musical applications has been developed and
validated using three experimental prototypes, from whence
emerged some worthwhile perspectives on future research.

Index Terms— EEG, EMG, brain-computer interfaces, digital
musical instruments, mapping

I. I NTRODUCTION

M USIC and more generally artistic creation has often
drawn inspiration from the possibilities offered by

technology. For example, the invention of the piano was a
key event in the emergence of romantic music. More recently,
the electric guitar and synthesizer have allowed elements of
Jazz to move towards Pop Music. Digital signal processing
and multimedia computers have enabled the creation of an
overwhelming gamut of new sounds. More recently, work has
begun to discover ways to control these new sounds with the
ultimate goal of creating new musical instruments which are
playable in real-time.

The present contribution is focused on the development of
new musical instruments activated by the electrical signals of
the brain (EEG) and of the muscles (EMG). We are exploring
features of bio-signals by mapping them to parameters of
computer-generated sounds. This work is the continuation of a
project initiated last year during the first eNTERFACE work-
shop in Mons, Belgium [1] [2]. In our previous work we used
inverse methods and left/right cortical activity differentiation
- as in classical Brain to Computer Interfaces (BCI) [3] - to
design the mapping between physiological signals and sound
synthesis parameters. We felt, however, that the ‘musification’

This report, as well as the source code for the software developed
during the project, is available online from the eNTERFACE’05 web site:
www.enterface.net.
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of biological signals could benefit by using the richness of
the raw brain and muscle signals rather than just relying
on the results of analyses. Hence, we took the opportunity
of this workshop to explore new fission/fusion strategies by
conducting three experiments:

• The first application was the sonification of EEG signals,
using a vocal model, which could be either used as a
musical instrument or as a diagnostic tool

• The second experiment was more directed to musical
applications and interactive performance, and is aimed
to generating visual and sonic textures controlled by the
results of EEG spectral analysis.

• The last application was a tentative attempt to extend the
hyper-instrument paradigm by building a physiologically
enhanced didgeridoo that relies on wearable sensor tech-
nology [4].

This report is composed of five main sections: a history
of music and sonification controlled by biological signals;
a theoretical framework which exposits the fission/fusion of
biological signals in musical applications; a description of the
hardware and software architecture of our platform dedicated
to musification of biological signals; a section which details
the different EEG analysis methods we have implemented;
and finally detailed descriptions of the experiments with some
possibilities for improvement for each.

II. H ISTORY AND THEORY OFSONIFICATION OF

BIOLOGICAL SIGNALS

Whereas the use of biological signals to control music sys-
tems has a long and rich history dating back at least 40 years
[5], the contemporary notion of sonification of biological data
for auditory display is relatively recent, the first articulated
writings beginning to appear around 1994 [6]. Sonifications
as evidence or as objects of scientific knowledge also present
fascinating opportunities to interrogate notions of scientific
truth and ontology. In fact, the practice of using sound as
a tool for medical diagnosis for example, dates back more
than 150 years to the development of the stethoscope by René
Laennec [7] and the attendant practice of mediate auscultation.
As listening to the body is one of the most basic skills in a
standard medical education, trained doctors are thus highly
sensitive to sound and its implications for diagnosis. Simulta-
neously, over the past 150 years or so, scientific measurement
equipment has become increasingly sophisticated and precise.
The possibility of making highly precise measurements of
phenomena has - until recently however - been almost ex-
clusively destined for visual display. That is, the results of

                                                59



these sophisticated measurements has been, to a very large
extent, primarily expressed in visual terms: as graphs, line
traces, charts, histograms, waterfall charts etc., either on paper
or some similar support, or on a luminous display such as a
CRT or TFT computer screen. Recently, the notion of auditory
display of scientific or other information has become current.
Auditory display has several advantages over visual display
especially for critical applications largely due to the ways in
which our auditory perceptual apparatus passes information
to the brain. By using salient characteristics of sound, such as
rhythm, duration, pitch, timbre and harmonic/enharmonic con-
tent, it is possible to rapidly and accurately express complex,
multimodal information in a manner which can be quickly
and accurately grasped by a trained listener. Our auditory
apparatus is capable of distinguishing very subtle differences
in simultaneous, complex auditory streams and it can do
this very quickly and accurately [8]. Work has already been
done in the sonification of biological signals such as EEG
- notably by Gottfried Meyer-Kress and his early work in
EEG sonification - which has been furthered by a workshop at
ICAD2004 entitled ”Listening to the Mind Listening” and even
more recently by a workshop and paper given at ICAD2006.
In a related field, Mark Ballora did pioneering work in the
sonification of the cardiac rhythms related to the diagnosis of
conditions such as sleep apnea [9]. In most of the preceding
cases, however, the sonifications were performed ”offline”, that
is, not in real-time. The goal of this part of the project is to
develop a real-time system for sonification of biological data.
Previous efforts along these lines have led to very specific
solutions with particular hardware and software components
which have proved hard to re-use and not sufficiently flexible
for diverse applications. Our goal, thus, is to begin work
upon a flexible, re-usable, open-source framework for the
generalized sonification of biological signals. This platform
would provide a stable, re-usable, flexible and comprehensive
environment for the sonification of human biological data for
auditory display. This display would be useful for doctors,
scientists, researchers and clinicians in the study and diagnosis
of normal and abnormal indicators. Much as this is primarily
a tool for scientific research, it is also envisioned as a useful
tool for music technologists, composers and performers in the
realisation of musical forms which are driven by measured
biological phenomena. It is felt that a stable platform for such
musical research is as useful in the musical sphere as it is in
the scientific one. In fact, an historical survey of biologically
driven music, such as brainwave music, shows periods of
intense, productive activity followed by quiescent lulls where
very little happens. It is felt that these lulls are due in part to
a lack of appropriate tools and techniques for consistent and
repeatable musical realisation and thus, little opportunity for
practices and mastery of bio-instruments such as brainwave
music.

III. F ISSION AND FUSION OF BIO-SIGNALS

A. Our proposed framework

We proposed to model the design of musical instruments
or sonifications as a fission-fusion process. Our theoretical

Bio-signal analysis
Sound and image 

synthesis

Fission/Fusion
(mapping to)

Fission/Fusion

Context adaptation 
(status and goals of 

the user)

BIO-MUSIC 
platform :

OI + Max/MSP

Assessment

Audio-visual 
performances 
through EEG

Enhanced 
instruments/

Hyperinstruments
Sonification 

of bio-signals

Fig. 1. Framework for the design of biologically-driven musical instruments

framework is shown in Fig. 1. The central issue is the fission
from each of the given input modalities (EEG and/or EMG in
this case) into salient features channels. These features chan-
nels are then fused into commands which activate different
aspects of the related sound and image synthesis processes.
The process of fission of commands into the output feature
channels which are then fused back into the global output
signal is also seen as part of the fission-fusion process.
This process can be likened to the attendant processes of
analysis and resynthesis which are so central to digital signal
processing.

B. Mapping

In the literature on digital musical instruments [10], the term
mapping refers to the transformations performed upon real-
time data received from controllers and sensors into control
parameters that drive sound synthesis processes. One of our
objectives during this workshop was to design consistent
mappings between biological signal features and sound syn-
thesis parameters in order to create biologically-driven musical
instruments and sonifications.

C. Usability measurements

The three systems will be improved based upon: assess-
ments of usability and aesthetics by musicians, aesthetic judge-
ments by audiences, and quality of discrimination between
relevant EEG patterns in the case of sonification for diagnostic
purposes.

IV. T HE PLATFORM ARCHITECTURE

A. Towards an open source system

Our aim in the long term is to produce an entirely open
source platform dedicated to the real-time analysis of EEG
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Fig. 2. Architecture of our bio-music platform

signals and other biosignals for musical applications. Since
our work is multidisciplinary it involves using resources from
different fields of study and thus different software packages
are needed. During this workshop we used Matlab for the
analysis of EEG signals and Max/Msp/Jitter for the sound
and image synthesis. We plan to shift our development toward
open source software like Octave [11], Python [12] and
PureData [13] in the future. In the following, we describe the
architecture of our system (Fig. 2) in a bottom-up way, from
hardware data acquisition to software implementation.

B. Hardware

1) EEG equipment:EEG signals are recorded with adti
[14] cap containing 18 electrodes located according to the
10/20 international positioning system. The signals are ampli-
fied with an biosignal amplifier provided bydti with a gain of
106 and a default sampling rate of 128Hz. Due to limitations
in real-time signal processing, we sampled at 64Hz. Once
captured, the data is then bandpass filtered between 0.5 and 30
Hz to remove extraneous signals.Cz was used as a reference
electrode whilePz was taken for the ground.

2) EMG equipment:For EMG signals, we worked with
the same equipment but changed the gain to 1000 since EMG
signals have much larger amplitudes than EEGs. Disposable
electrodes were used, 3 per muscle, with one as a reference
and placed near a bone (i.e. elbow or knee), a second was
posed along the muscle (belly-bone junction), the third, taken
as ground, was via a conductive bracelet worn by the user.

C. Software

Our platform is currently implemented via four software
packages running on two computers which manage the specific
tasks required by the global application :

1) MedicalStudio-EEGToolbox:Acquisition and visualisa-
tion is done using EEGToolbox, a plugin written in C++ for
MedicalStudio [15], an open source software platform for
medical data analysis and display which runs under Linux.
This toolbox saves the data and can also send it using UDP
to another computer running Simulink under Windows. The
connection between the biosignal amplifier and the computer
running Linux is made with a usb cable.

2) Matlab-Simulink: Matlab was chosen for easy code
generation. Although we had developed the previous year a
simulink program, we switched to Matlab in order to spare
a computer. This way, the acquisition and signal analysis is
made on the same Linux running computer. Simulink could
not be used because it suffers from different bugs under Linux
that makes it hard to use.

3) Max/Msp/Jitter[16]: : Max/MSP is a graphical develop-
ment environment dedicated to real-time interactive applica-
tions. In use worldwide for over fifteen years by performers,
composers or artists, Max/MSP is a combinaison of Max
software for the control of musical applications through MIDI
protocol, and MSP, an add-on package for Max enabling the
manipulation of digital audio signals in real-time. Jitter is an
other additionnal library for Max environment, offering a large
range of real-time image and video processing tools.

4) OpenSoundControl (OSC) : A link between Matlab and
MaxMsp: In order to transfer data between softwares, we
used the OSC protocol [17] which sits on top of the User
Datagram Protocol (UDP). It allows a fast and reliable data
exchange since we work in a local area network. Packets are
sent with a header containing the name of the corresponding
data as well as the size of the packet. This makes it very useful
since the receiving program can easily manage the arriving
packets. The maximum size for the packets is 65536 bytes
long. We were thus able to send the raw EEG signal and
many features computed with matlab to Max/Msp allowing a
maximum flexibility (An excerpt from the code is detailed in
App. I).

V. FISSION OF BIO-SIGNALS

A. Introduction

We worked with two different bio-signals, EEG and EMG.
We describe in this section how to operate a fission of these
signals in order to extract relevant features. Let us present
briefly these two kind of signals:
• The EEG signal is a rich and complex reflection of

neuronal electric activity that takes place in the brain.
Since the first electroencephalogram recording made by
Berger in 1929, different waves have been described
corresponding to several frequency bands. Although these
waves are well known, their frequencies and amplitudes
are not directly under subject’s control, but only reflects
very general states of the brain. Therefore, using a simple
frequency analysis as input to the sound synthesizer will
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Fig. 3. Recorded EEG, a 13Hz alpha rythm can be observed. The user was
in a drowsy state after a heavy lunch and had taken an espresso

not allow enough controllability. Other, more complex
signal properties can reveal more useful. On an other
hand, EEGs have a very good time resolution of' 1ms
unbeaten by recent methods (fmri..). This property is very
valuable for the purpose of musical instrument control
and should be taken care of. Finally, since electrodes are
placed at different locations, it is important to take into
account the spatial information.

• The EMG signal is produced by the electrical potential
generated by muscle cells. The increase in contraction
strength of the muscle is associated with an increase in
the number of cells that produce electrical potentials (de-
polarisation), and hence an increase in signal amplitude.
This signal contains two main waves, a low frequency
wave that describes the movement, and a higher fre-
quency wave that includes more precise information on
the electrical activity of the muscles. Due to hardware
limitations, we focused on the the low frequency band
(i.e. the envelope of the signal). The higher frequencies
could be used in a further version of the project to take
advantage of their higher temporal resolution.

B. EEG fission according to frequency bands

We describe here the partition of the EEG into frequency
bands

• Delta (0.5-4 Hz): This wave has first been discovered by
W. Gray Walter in 1936 with a patient that had a tumor.
Thus in the awake, it is quite alarming to present the slow
characteristic waveform of the delta rythm. However,
for a sleeping person, high amplitude delta waves are
normally present in the EEG. For our application it
appears evident that this rythm will not be of great use
unless we create a composition for sleeping performers!

• Theta (4-8 Hz): Scientists still debate whereas theta
activity is relevant to an early drowsiness state or if it
reflects some kinds of mental activity. Nonetheless it is
a faster rythm than delta and could be linked to brain
activities such as memory [18], or can be modulated by
visual stimulation (ref).

• Alpha (8-12 Hz): Alpha rythm is a leading indicator of
subject’s relaxation. Alpha synchronization (leading to
amplitude increase) occurs in the absence of any visual

stimulation, as for example, when the user closes his eyes.
In contrast, any visual stimulation lead to posterior alpha
desynchronization. Therefore it is a good tool for our
application since it can be used as a switch. Alpha waves
could also be associated to conscious visual perception
[19].

• Beta (12-24 Hz): Extending over a large bandwidth, the
beta activity reflects intense activity such as listening,
taking decisions, or more generally, arousal. It is a
dominant rythm in the normal adult awake EEG.

• Mu rhythm: This rythm, as the alpha rythm is between 8
and 12 Hz but is specific to imaginary or real movements
[20]. It is located in the motor cortex and is contralateral
to the movement i.e. for a left hand movement, a desyn-
chronization will appear in the right hemisphere.

Let us recall that the frequencies given above are not strict
but subject dependent. The control of these waves by the
subject can only been achieved following extensive training.
As a consequence, it is difficult to produce a controllable EEG
driven musical instrument on the basis of the amplitudes of
these signals alone. However we can derive a few indicators
from a spectral analysis:

1) Frequency Values:A Fast Fourier Transform was used
to compute the frequency. We used a 1 sec window to compute
a 32 points transform

2) Spectral Entropy: The spectral entropy, a measure
widely used showing the complexity of a signal, is computed
in order to detect salient rhythms. It is given by:

Hsp = −
∑

f

pf ln(pf ) (1)

wherepf is the probability density function (PDF) that rep-
resents the normalization of the power given at frequencyf
regarding the total power spectrum:

pf =
sf∑
f sf

with f ∈ ℵ+ andf ≤ 32 (2)

3) Spectral Edge:The spectral edge is the frequency under
which 95% of the spectral energy can be found This value
gives an indication of where the signal is concentrated.

4) Asymmetry ratio: In order to detect when the user
makes left or right side movement, we use a very simple tool
that computes the normalized difference between the power
contained in the mu rythm of two electrodes located in the
left and right motor cortex (i.e.C3 andC4):

Γ[8−12Hz] =
C3,[8−12Hz] − C4,[8−12Hz]

C3,[8−12Hz] + C4,[8−12Hz]
(3)

This ratio has values between -1 and 1, the sign indicating the
side of the body that was moved

C. EEG fission according to signal spatialization

As mentionned above, taking into account the position of
the electrodes is extremely important in EEG analysis. Two
similar methods, the Common Spatial Subspace Decomposi-
tion (CSSD) [21] and the Common Spatial Patterns (CSP)
[22], extract information from the most relevant electrodes.
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Fig. 4. Inverse Problem visualisation : The black dots are the location of
the sources

These methods are known to be the most accurate in the
BCI community. However they imply offline preprocessing
and low variability between sessions which in our case is
seen as a limitation. Indeed, our aim is to produce live music
in different environments thus rendering a training session
obsolete. An other method that is starting to gain success is
based on the principle that the EEG signals are generated by
sources (i.e. assemblies of neuronal cells that when combined
produce a sufficiently strong current that can be measured at
the surface of the scalp) and that the propagation of electrical
currents through brain tissues can be modeled with Maxwell’s
equations. Therefore using a model of the brain it is possible
to reconstruct the activity of sources and gain access to the
spatial location of brain processes. Besides, this method offers
a visualisation of the activity. Having described this method
in [1], we will briefly resume the main steps of this method:

1) Head Model:We used a four spheres head approxima-
tion based on [23] ,[24] and [25]. Each layer represent, the
brain itself, the cephalo-rachidian liquid, the cranial box and
the scalp. There are 400 dipoles (Fig. 4) distributed over the
cortex (the surface of the first sphere). As an approximation,
deep sources are not taken into account. The potential mea-
sured on then electrodes,φ, is linked to the value of them
sources,ϕ, according to the lead field matrixG and additionnal
noiseη:

φ = Gϕ + η (4)

The lead field matrix is computed once for a given head
model and remains constant further on. Knowingφ from the
recording, we wish to findϕ. Unfortunately this so-called
inverse problem is an ill-posed problem since the number of
unknowns is much greater than the data at hand. Following is
a short description of the inverse problem

2) Inverse Problem:Solving Eq. 4 can be done using a
bayesian formalism :

P (ϕ|φ) =
P (φ|ϕ)P (ϕ)

P (φ)
(5)

where:

• P (ϕ|φ) stands for thea posterioriprobability to have the
source distributionϕ matchingφ

• P (φ|ϕ) is the likelihood i.e the probability to have the
given data according to the sources. It depends on the
quality of the recording and on the head model

• P (ϕ) is the a priori knowledge we have about the
sources.

• P (φ) is a normalizing probability that can be neglected

Finding the best solution to the inverse problem comes down to
maximizing thea posterioriprobability. This can be achieved
in various ways as different methods have been proposed
during the past 15 years [26] [27]. We implemented the
LORETA algorithm because it gives a maximally smooth
solution.

3) Features: Four features are derived from the solution
of the inverse problem and are sent to the sound processing
unit. To compute these features, we divide the source space in
four subspace representing the frontal, occipital, left and right
sensori-motor parts of the brain. This decomposition is based
on the fact that the frontal zone is associated with memory and
cognitive processes while the occipital region is linked with
visualization. Left and right motor-cortex side are associated
with left and right limbs movement. This is a very simplistic
view of the brain but is adopted as a first approximation.

D. Further work : EEG fission in 3D

We discussed earlier the importance of taking into account
the spectral, spatial and temporal information of the EEG. We
studied some techniques of spectral information retrieval and
a technique to improve the spatial resolution. We could in
a future approach combine the inverse problem and spectral
methods. Another approach would be to work with spherical
harmonics using an interpolation of the electrodes on a half-
sphere. Finally, including temporal constraints in the IP could
improve the obtained solutions.

VI. EXPERIMENTS

A. Sonification (Vocalisation) of EEG

The current implementation of sonification uses a
source-filter voice synthesis model developed by Nicolas
D’Alessandro and others [28] which in this case has been
tuned to emulate the multi-phonic singing chants typically
produced by Tibetan Gyuto monks or by Tuvan traditional
folk singers. The voice synthesis model as delivered, exposes a
limited set of functionalities with given ranges. In the interests
of proper encapsulation and OO design, we respect these
givens and will work with them. In this case the controller
mappings used the F1-4 formant frequencies whilst the F0 was
not directly controlled. Additionally, parameters representing
“tension”, “hoarseness”, “chest/head balance” and “fry” were
also controllable. Any available mapped data source (alpha,
beta, theta, mu etc.) can be used as a controller for any of the
synthesis parameter. It was found that the formant frequencies
were best controlled by signals which do not change too
quickly or vary too greatly. A facility is available to control
the positioning of any generated sound source with respect
either to a stereo sound field or to a 5.1 quasi-surround sound
field.
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Fig. 5. Vocal Tract Filter realised by Nicolas d’Alessandro et al. It
implements four formants controllable in gain, central frequency and Q.

Results: Due to the highly prototypical nature of this
platform, no extensive testing was done and it is thus not
possible to provide comprehensive analyses of the relative
success or failure or suitability of this platform for any current
intended usage. Test that were made did indicate that basic
functionality of modules and the software as a whole is
intact and operational yet many improvements in precision,
usability and flexibility are still lacking. Going forward it is
envisioned that these characteristics will be ameliorated so
that the platform will become a flexible, stable, consistent and
useful tool for scientists, medical professionals and musicians
in the future.

B. EEG driven audio-visual texture synthesizer

In this instrument we tried to link three modalities by
exploiting results of EEG frequency analysis to control both
visual and sonic textures synthesis modules (Fig. 6). This
approach aimed to provide a visual feedback to the per-
former/audience enabling a better understanding of the fis-
sion/fusion process. Practically, the image synthesis module
takes as input parameters data received from EEG analysis
module, whereas sound synthesis parameters are extracted
from both the output image and the results of EEG analysis.
This strategy of linking synthesis processes should enable a
strong correlation between resulting image and sound. Both
synthesis modules have been implemented in Max/MSP envi-
ronment, the image processing tasks relying on the specialized
additional library Jitter. Following sections give more details
on both image and sound synthesis modules.

1) Creation of the visual texture:The starting point of the
creation of the visual texture is a space/frequency representa-
tion of cerebral activity: each second the EEG analysis module
transmits to the visualization module a matrix containing

EEG Frequency 
Analysis module

Image synthesis 
module

Sound synthesis 
module

Jitter Max/MSP

Fig. 6. General scheme of the instrument

the energy in the 32 bands of the spectrum of the signals
measured by each of the 18 electrodes. A crossfading effect
between consecutive matrixes is then achieved allowing to
obtain a continuously and smoothly changing image. This
moving image is then distorted: firstly a linear interpolation is
done in order to blur the image. At this step of the process,
the resulting image is a grayscale texture derived from the
space/frequency representation of the EEG analysis (Fig. 7).
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Fig. 7. Creation of a grayscale textured image from the space/frequency
representation of brain activity

Then we apply a colorization process, based on color lookup
tables, to remap grayscale into colored image. Lookup tables,
also called transfer functions, are arrays of numbers where
an input number is ’looked up’ as an index in the table. The
number stored at that index is then retrieved to replace the
original number. In our case, we use lookup table to convert
a monochrome into RGB value. In grayscale image, low-
energy areas are represented in black and gradually whiten
when energy increases. Our colorization process modifies
the color associated to maximal energy, by defining a new
color scale that will map in the resulting image high values,
originally represented in white, to a new color defined by the
result of EEG analysis image. The choice of the color, called
C, associated to the maximum of energy, is driven by the
distribution of energy between the alpha, beta and theta bands
of the EEG signals. The three RGB components of this color,
CRed, CGreen and CBlue, are thus weighted by the level of
energyLα, Lβ , Lθ in the three frequency bands alpha, beta
and theta respectively (Fig. 8). We obtain by this way a direct
link between the color of the resulting image and the maximal
energy frequency band of the EEG analysis.

The color lookup table is refreshed as soon as new values
for alpha, beta, theta bands are received from EEG analysis
module, i.e. one time per second, The transfer function used
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Fig. 8. Colorization of the texture following the distribution of energy in
alpha, beta and theta bands
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Fig. 9. Textures obtained from the same grayscale texture using different
color transfer functions. Rightmost and leftmost images correspond to low
and high level of entropy of the signal respectively.

for image in Fig. 8 is linear, but it is also possible to use
non linear lookup tables, that give interesting effects on the
resulting image and allow to obtain quite different types of
visual textures, as shown in Fig. 9. In our instrument six
predefined color transfer functions were available, and the
choice among them was driven by entropy of the EEG signals,
which is an indicator of state of relaxation of the subject,
Mapping was done such a way that a dropping of the entropy
results a more contrasted image.

2) Translation in sonic texture:The translation of the visual
texture created from EEG analysis into sound is based on
one of the most popular technique of sound synthesis, the
subtractive synthesis, widely used in musical applications such
as analog synthesizers. The basic principle of subtractive
synthesis is the use of complex waveforms, rich in harmonic
or inharmonic information, which are then spectrally shaped
by filters bank. In subtractive synthesis, the spectral envelope
of the resulting sound is the product of the spectral envelope
of the source with the frequency response of the filters bank
(Fig. 10).

Here we used as audio source a pink noise, whose energy

a) Source (noise) b) Shape of the filter

X

c) Output sound Frequency (Hz)

Fig. 10. Principle of subtractive synthesis

is geometrically distributed in the spectrum (constant energy
per octave). The implementation of subtractive synthesis in
the Max-MSP environment is based on the fffb object (fast
fixed filter bank), that models a bank of 32 bandpass filters.
This object takes as input a list of 32 values controlling the
gain of each filter. In our instrument, this list is obtained from
the visual texture created from EEG analysis by the following
process (Fig. 11) : a sliding window extracts a sharp vertical
band of the image (step 1), whose values are stored in a 1-D
vector (step 2). This vector is then downsampled to obtain a
list of 32 values (step 3) that will be used to drive gains of three
filter banks (step 4). In order to musically enrich the resulting
sound, we placed three filters bank in parallel, that resonances
are differently distributed in the spectrum, implying each of
the filters bank to produce its proper and discriminable timbre.
Final synthesized sound is a mix of these three sounds whose
loudness are respectively controlled by the level of energy in
the alpha, beta and theta frequency bands extracted from EEG
analysis (step 5), in a similar way of the weighting of RGB
components of the final color in the colorization process of
the visual texture. This enables a strong correlation between
synthesized image and sound, both driven by the results of
EEG frequency analysis. Videos demonstrating this instrument
are available online [29].

3) Results and future works:One aim of this work was
to build a brain-computer interface linking image and sound
synthesis processes to EEG analysis. We reached this objective
by designing a subtractive synthesis instrument that spectral
envelop is extracted from a visual texture resulting of EEG
analysis. This approach enabled to establish a clear relation
between output image and sound. In the future some main
tracks of improvement should be investigated. Firstly it would
be interesting to modify the space/frequency representation
of brain activity that is the basis the creation of the visual
texture. Indeed, a spherical representation relying on the lo-
calization of the electrodes on the scalp would be closer to the
actual spatial brain activity. Concerning the image-to-sound
translation, other sound synthesis techniques should be tested,
such as additive or granular synthesis, in order to enhance the
correlation between the synthesized visual and sonic textures.
For this it would be interesting to exploit existing works in the
fields of image sonification and auditory display [30]. Finally,

                                                65



Gain of the bandpass filters

Frequency (Hz)

Filter bank F1 Filter bank F2 Filter bank F3

Lα
X

Lβ
X

Lϑ
X

Filter Source

Pink Noise

Output Sound

(1)

(2)

(3)

(4) (4)

(5) (5) (5)

Fig. 11. Image-to-sound texture translation driven by EEG frequency analysis

we should keep working on the improvement of mapping
between EEG analysis features and synthesis parameters. In
this instrument, the user was actually not able to control the
resulting image and sound, mainly because data we interpret
as input parameters in the synthesis modules (spectral content
of EEG signals) are hardly controllable by the human. In order
to increase the playability of the instrument, it could be worth
to add in the mapping easily controllable parameters such as
EEG features linked to eye blinking. More generally the design
of a mapping between EEG analysis results and synthesis
parameters in such a brain-computer interface requires an
explorative and inventive approach that could only be reached
by intensive experimental sessions.

C. EMG enhanced didgeridoo

The third experiment we led during this workshop aimed
to design an EMG-enhanced didgeridoo. The didgeridoo is an
Australian traditional wind instrument, sometimes described
as a wooden trumpet or a drone pipe. Because it is made
up without keys, pitch produced by a didgeridoo is limited
in a quite sharp range of frequencies, directly related to the
dimensions of the instrument. In this experiment we tried to
exploit EMG captors measuring contraction of muscles on one
leg to enlarge the possibilities of the musician, especially in
extending the range of pitch produced by the didgeridoo.

Live didgeridoo EMG Analysis

Digital Audio Effects 
(pitch shifting, harmonizing, granulation) 

Enhanced Didgeridoo

Audio source
Control parameters : 

spectral entropy and centroid

Fig. 12. General scheme of the enhanced didgeridoo

This instrument was running on two computers, one man-
aging Medical Studio for the capture of EMG signal and
the other one running Max-MSP for the implementation of
digital audio effects. EMG signal, captured with Medical
studio, was transferred to Max/MSP, where spectrum centroid,
entropy and signal power around a frequency band of 8 Hz
were computed. These resulting signals were differentially
modulated by leg movements in such a way that the subject
was able to control each of them, more or less independently.
Two digital audio effects modules were thus designed: in the
first one, entropy of the EMG signal, which was the most
easily controllable parameter, was used to modify the cutoff
frequency of a bandpass filter applied on the didjeridoo’s
sound. Spectrum centroid controlled a very slight pitch shifting
(with a maximum ratio of 1.05) and power in the 8 Hz band
controlled the cutoff frequency of a bandpass filter which was
used in a feedback loop inside a granular synthesis process.
In the second audio effect module, we used entropy of EMG
signal to drive two simultaneous pitch shifting processes,
one moving downward and another one moving upward.
Videos demonstrating these experiments are available online
[31]. These quite simple experiments demonstrated the musi-
cal potential of EMG-enhanced musical instruments: indeed
mapping audio effects parameters with muscles contraction
seems to get their control very intuitive and expressive. In
the future we will pursue to investigate this field by testing
more complex configuration of EMG-enhanced instrument,
with multiple captors on several areas of human corpus (arms,
neck), providing an actual measure of the physical activity
of the musician. Similar experiments will be also carried out
with other musical instruments (clarinet, accordion), taking
into account the specificity of musical gestures associated to
each instrument for the design of captors configuration and
mapping strategy.

VII. C ONCLUSION AND FURTHER WORKS

Building on the experience gained during the eNTER-
FACE’05 workshop, we have explored new horizons in bio-
music. Last year we focused mainly on left and right hand
movements thus working with limited inputs to the sound
synthesis algorithms. Our current approach is to take max-
imum benefit of the richness of the EEG by extracting as
many independant features as possible. We have adapted our
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architecture to enable multi-dimension data transfer between
Matlab and MaxMsp. More sophisticated mapping could then
be made under MaxMsp giving a higher correlation between
sound and EEG analysis. The gap between art and science was
filled by combining a relevant and aesthetic visual feedback.
However the question of controlling the instrument remains
open as the development of the interface itself did not leave
enough time for a necessary training and assessment step. This
underlines the amount of work left to achieve an instrument
that could be in the future the equal of traditionnal instruments.
We will focus in the future on two parts that seem important
to us. First the migration of the platform to an open source
software platform using OpentInterface will allow the sharing
of our results and perhaps trigger new partnerships. The second
and last step, but certainly not the least, will be to achieve
a better control of the instrument itself. This means many
training sessions over a long period of time. The authors
are dedicated to pursuing their goal of achieving an entirely
biological music.

APPENDIX I
OPEN SOUND CONTROL

In order to implement OSC, we use the freely available
tcp-udp-ip toolbox for Matlab. The pnet function allows to
create a packet and send data through a UDP connection. It
is possible to include different headers in the same packet.
For example, sending all the EEG raw information can be
done with the following code:

% head of the message
header = [’F1’,’F2’...]
for j=1:nbrElectrodes
pnet(udp,’write’,’/header(j,:)’);
% mandatory zero to finish the string
pnet(udp,’write’,uint8(0));
...
% comma to start the type tag
pnet(udp,’write’,’,’);
% number of float to write
for i=1:sizedata
pnet(udp,’write’,’f’);
...
% data to send
pnet(udp,’write’,single(data(i,j)));

The source code is available online on the enterface
website.

APPENDIX II
DISCUSSIONS ONBIO-MUSIC

1) The BIO-MUSIC Platform: The Bio-Music platform
(Fig. 13) is being prototyped using the Max/MSP graphi-
cal dataflow programming environment (similar to LabView)
which allows for rapid development cycles and the possibility
of making stand-alone applications directly. The functions of
this prototype system are outlined below: Data Acquisition,
Data Preprocessing, Intermediate Representation, Visual Map-
ping, Sonic Mapping, Visualisation and Sonification.

Fig. 13. Bio-music

2) Data Acquisition: The Data Acquisition module is
charged with interfacing to various hardware which can be
sources of live bio-data. In the current implementation, this
involves receiving data over ethernet and UDP/IP packets
which are formatted in the OpenSoundControl specification.
For the meantime, this is considered to be an acceptable
abstraction of the hardware-¿software interface. In future, a fa-
cility to load executable code libraries which could generically
interface to any given hardware as desired. It is envisioned
that this functionality might be provided by the OpenInterface
software project at a future date. It is also possible in the
Max/MSP environment to load ”external” code libraries which
encapsulate the functionality of executable code within the
Max environment. By this method, a different “external”
would be needed for every particular hardware interface.
Some simplification might be gained by the specification of
only USB external devices and further adoption of any Data
Acquisition over USB standards which are extant or pending.
That said, most major manufacturers of Data Acquisition
hardware provide standard libraries and SDKs to aid in such
development. In any case, the current UDP/OSC network
model for data acquisition will remain.

3) Data Preprocessing:The DAQ module passes the raw
data to the preprocessing (signal conditioning) module which
is responsible for normalising the ranges and characteristics
of the various acquired data. Thus almost methematical or
algorithmical transform can be applied to live data to change
its range or behaviours. For example, if you wish, all incoming
information can be converted to floating point numbers ranging
from -1.0 to +1.0, which could be done either via manual
adjustment or by an auto-adaptive process which would watch
the incoming values and make the adjustments automatically.

4) Mapping: Once the incoming signals have been nor-
malised as desired, the task is to map, or, to use a more
appropriate term, project, those signals onto the sonification
module in such a way that they produce a meaningful and
useful result. This is the area where it is imagined researchers,
scientists and even composers and musicians will spend most
of their time working. Much of the functionality of the other
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modules is to standardise and simplify interfaces with data
sources and sinks. To aid in the flexible and rapid ability
of users to make fine-grained adjustments in this module, a
facility is provided for MIDI continuous controller parameters
from any kind of MIDI control surface to be used to adjust the
mapping parameters of this module. In this case, the software
was prototyped using the Behringer BCR2000, a sophisticated
yet easy to use and relatively inexpensive control surface using
rotary knobs to adjust continuous controllers. It should be
noted that there are similar but independent modules for the
mapping of data to visualisation and sonification processes
respectively.
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Abstract— 

In this project, we intended to develop techniques for 
multimodal emotion detection, one modality being brain 
signals via fNIRS, the second modality being face video and 
the third modality being the scalp EEG signals. EEG and 
fNIRS provided us with an “internal” look at the emotion 
generation processes, while video sequence gave us an 
“external” look on the “same” phenomenon. 
 
Fusions of fNIRS with video and of EEG with fNIRS were 
considered. Fusion of all three modalities was not considered 
due to the extensive noise on the EEG signals caused by facial 
muscle movements, which are required for emotion detection 
from video sequences. 
 
Besides the techniques mentioned above, peripheral signals, 
namely, respiration, cardiac rate, and galvanic skin resistance 
were also measured from the subjects during “fNIRS + EEG” 
recordings. These signals provided us with extra information 
about the emotional state of the subjects. 
 
The critical point in the success of this project was to be able 
to build a “good” database. Good data acquisition means 
synchronous data and requires the definition of some specific 
experimental protocols for emotions elicitation. Thus, we 
devoted much of our time to data acquisition throughout the 
workshop, which resulted in a large enough database for 
making the first analyses. Results presented in this report 
should be considered as preliminary. However, they are 
promising enough to extend the scope of the research. 
 

Index Terms—Emotion detection, EEG, video, near-infrared 
spectroscopy 
 
 

                                                           
This report, as well as the source code for the software developed during the 
project, is available online from the eNTERFACE’06 web site: 
www.enterface.net. 
 

I. INTRODUCTION 
Detection and tracking of human emotions have many 
potential applications ranging from involvement and 
attentiveness measures in multimedia products to 
emotion-sensitive interactive games, from enhanced 
multimedia interfaces with more human-like interactions 
to affective computing, from emotion-sensitive 
automatic tutoring systems to the investigation of 
cognitive processes, monitoring of attention and of 
mental fatigue. 
 
The majority of existing emotion understanding 
techniques is based on a single modality such as PET, 
fMRI, EEG or static face image or videos.  The main 
goal of this project was to develop a multimodal 
emotion-understanding scheme using hemodynamic 
brain signals, electrical brain signals and face images. 
Studies about the way to fusion the different modalities 
was also an important goal of the work. 

Psychologists agree that human emotions can be 
categorized into a small number of cases. For example, 
Ekman et al. [1] found that six different facial 
expressions (fearful, angry, sad, disgust, happy, and 
surprise) were categorically recognized by humans from 
distinct cultures using a standardized stimulus set. In 
other words, these facial expressions were stable over 
races, social strata and age brackets, and were consistent 
even in people blind by birth. 

Nevertheless, there are several difficulties in automatic 
human emotion identification. First, the straightforward 
correlation of emotions with neural signals or with facial 
actions may not be correct since emotions are affected 
by interactions with the environment. As a result, the 
unfolding of emotions contains substantial inter-subject 
and intra-subject differences, even though the 
individuals admit or seem to be in the claimed emotional 
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situation. Moreover, to design experiments to single out 
a unique emotion is a very challenging task. These imply 
that, even small changes in the experimental setup may 
lead to non-negligible differences in the results. 

The majority of existing emotion understanding 
techniques is based on a single modality such as PET, 
fMRI, EEG or static face image or videos.  The main 
goal of this project was to develop a multimodal 
emotion-understanding scheme using functional, 
physiological and visible data. As an intermediate step, it 
was necessary to determine the feasibility of fusing 
different modalities for emotion recognition. These 
modalities are functional Near Infrared Spectroscopy 
(fNIRS) electroencephalogram (EEG), video and 
peripheral signals. Note that these modalities provide us 
with different aspects of the “same” phenomenon. fNIRS 
and EEG try to detect  functional hemodynamic and 
electrical changes, peripheral signals give an indication 
of emotion-related changes in the human body and video 
signal captures the “visible” changes caused by emotion 
elicitation. 

In the rapidly evolving brain-computer interface area, 
fNIRS (functional Near Infrared Spectroscopy) 
represents a low-cost, user-friendly, practical device for 
monitoring the cognitive and emotional states of the 
brain, especially from the prefrontal cortex area. fNIRS 
detects the light (photon count) that travels through the 
cortex tissues and is used to monitor the hemodynamic 
changes during cognitive and/or emotional activity. 
 
The second modality to estimate cortical activity is EEG. 
Using the scalp electrodes, useful information about the 
emotional state may be obtained as long as stable EEG 
patterns on the scalp are produced. EEG recordings 
capture neural electrical activity on a millisecond scale 
from the entire cortical surface while fNIRS records 
hemodynamic reactions to neural signals on a seconds 
scale from the frontal lobe. In fact, electrical activity 
takes place in order of milliseconds, whereas 
hemodynamic activity may reach its peak in 6-10 
seconds and may last for 30 seconds. In addition to these 
modalities, peripheral signals, namely, galvanic skin 
response (GSR), respiration and blood volume pressure 
(from which we can compute heart rate) were also 
recorded. 
 
We have combined these four monitoring modes of 
emotions in two separate pairs, namely: i) fNIRS, ii) 
EEG, iii) peripheral signals, iv) image or video. Notice 
that EEG is very sensitive to electrical signals emanating 
from facial muscles while emotions are being expressed, 
hence EEG and video modalities cannot coexist. In 

contrast, fNIRS is the modality that can be combined 
with either video signals or with EEG signals.  
 
In summary, the first short-term goal of the project has 
been to build a reliable database that can be used for all 
related future research. The second such goal was to 
prove the viability of a multi-modal approach to emotion 
recognition, both from instrumentation and signal 
processing points of view. The final long-term aim is to 
build an integrated framework for multi-modal emotion 
recognition for both brain research and affective-
computing aspects. 
 

II. MEASUREMENT SETUP AND EMOTION 
ELICITING 

A. Instrumental Setup 
 
To detect and estimate emotions based on brain as well 
as physiological signals the following sensor setup was 
prepared:  (Figure 1): 

• fNIRS sensor to record frontal brain activity, 
• EEG sensor to capture activity in the rest of the 

brain, 
• Sensors for acquiring peripheral body processes: 

a respiration belt, a GSR (Galvanic Skin 
Response) and a plethysmograph (blood volume 
pressure) 

 
All these devices were synchronized using a trigger 
mechanism. Notice that EEG and fNIRS sensor 
arrangements partially overlap, so that there is no EEG 
recording on the front. Similarly the fNIRS device 
covers the eyebrows, occluding one of the image 
features for emotion recognition  

 
Figure 1 Schematics of EEG and fNIRS acquisition.  

 
 

 

stimuli

fNIRS acquisition

EEG acquisition

trigger

fNIRS device 

EEG + periph. response 
device 
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The Video-fNIRS acquisition scenario is composed 
of three computers, Stimulus Computer, fNIRS Computer 
and Video Computer, each one with the following 
purpose (Figure 2): 

 Stimulus Computer shows recorded stimuli to 
the subjects, sends synchronization signal via the 
parallel port to the fNIRS Computer and stores 
stimuli start and end instants in a log file. 

 fNIRS Computer acquires fNIRS data from the 
fNIRS device.  

 Video Computer acquires video data from a 
Sony DFW-VL500 camera.  

 
Synchronization becomes a critical issue when more 

than one modality is to be recorded, especially when 
they are recorded on different computers. We have used 
two synchronization mechanisms: In the first 
mechanism, the Stimulus Computer sends a signal to the 
fNIRS Computer each time a stimulus is shown in the 
screen via the parallel port. In the second mechanism, 
the Stimulus Computer writes to a log file the instants, 
with millisecond precision, of each stimulus. This log 
file is used after recording in the Video Computer to 
mark the frames corresponding to each stimulus. Before 
the recording process, the Stimulus Computer and the 
Video Computer clocks are synchronized using a free 
internet NTP server localized in Zagreb 
(ri.ntp.carnet.hr).  

 
 
Figure 2 Schematics of Video and fNIRS acquisition. 
 

B. Emotion Eliciting Images 
 
The emotions were elicited in subjects using images 
from the IAPS (International Affective Picture System) 
9. Several studies have shown the usefulness of images 
to elicit emotional responses that trigger discriminative 
patterns in both the central and peripheral nervous 
system (10, 11). The IAPS contains 900 emotionally 
evocative images evaluated by several American 

participants on two dimensions of nine points each (1-9): 
valence (ranging from positive to negative or unpleasant 
to pleasant) and arousal (ranging from calm to exciting). 
The mean and variance of participant judgments for both 
arousal and valence are computed from these evaluation 
scores. 
 
We chose images from the IAPS that corresponded to 
the three emotional classes we wanted to monitor: calm, 
exciting positive and exciting negative. This was 
performed by first selecting pictures from IAPS values 
(1) and then eliminating particular images based on 
redundancy or particularity of context (for example 
erotic images were removed). This selection resulted in 
106, 71, and 150 pictures respectively for these classes. 
The selection of the three images subsets, corresponding 
to the emotional states of interest was instrumented via 
empirical thresholds on valence and arousal scores:  
 

: 4; 4 6calm arousal valence< < <  
: 6.8;

( ) 2;

5

positive exciting valence
Var valence

arousal

>
<

>

 (1) 

: 3; 5negative exciting valence arousal< >  
 

C. Experimental Protocol for fNIRS, EEG and 
Peripheral Signals 
 
The stimuli to elicit the three target emotions were the 
above selected images from the IAPS. During the 
experiment, the subject is seated in front of the computer 
screen his/her physiological responses (i.e.: fNIRS, EEG 
and peripheral activity) are being measured. The stimuli 
are brought to the screen in random order. The subject is 
asked to watch the images and be aware of his emotional 
state. In this study, we recorded data from five subjects 
using the Biosemi Active 2 acquisition system with 64 
EEG channel and the peripheral sensors. Due to 
occlusion from fNIRS sensor arrangement, we had to 
remove the following ten frontal electrodes: F5, F8, 
AF7, AF8, AFz, Fp1, Fp2, Fpz, F7, F6, which left us 
with 54 channels. All EEG signals were recorded at 
1024 Hz sampling rate except the first session of 
participant 1 that was recorded at 256 Hz. 
 
The protocol is detailed in Figure 3 each stimulus 
consists of a block of five pictures from the same class, 
this to insure stability of the emotion over time. Each 
picture is displayed on the screen for 2.5 seconds leading 
to a total of 12.5 seconds per block. Blocks of different 
classes are displayed in random order to avoid 
participant habituation. A dark screen precedes each 

 

fNIRS device 

fNIRS acquisition

Video acquisition 

stimuli 

trigger 
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block with a cross in the middle to attract user attention 
and as a trigger for synchronization. The exhibition of 
the five block images is followed by a dark screen for 10 
seconds in order for the fNIRS signals to return to their 
baseline level. 
 
Emotions are known to be very dependent on past 
experience so that one can never be very sure whether a 
block elicits the expected emotion or not. To avoid this 
problem, we asked the participants to self-assess their 
emotions after the dark-screen resting period, by giving 
a score between 1 and 5 for respectively valence and 
arousal components. This reflection period is not time-
limited, which in addition has the benefit of providing an 
interval for relaxing and/or stretching the muscles. 
 
Self-assessment of the images is a good way to have an 
idea about the emotional stimulation “level” of the 
subject. However, since noting down this evaluation 
necessitates some movements in the subject and enforces 
an additional a prefrontal activity in the brain, some time 
should elapse for the brain to return to “baseline” before 
the next image stimulus is offered. 
 
Because of their tight placement, EEG and fNIRS 
devices can cause some discomfort after a while. For this 
reason, the whole experiment was divided into three 
sessions of approximately 15 minutes each. Each session 
contained 30 blocks, hence 150 images; therefore an 
experiment consists of a total of 90 blocks or 450 images 
displayed. The calm and exiting positive classes, 
containing less than the target number of images were 
completed with random duplications in different 
sessions. 
 

 
Figure 3 Protocol description 

 
 

D. Experimental Protocol for Video and fNIRS 
Three kinds of emotions, namely neutral, happiness 

and disgust, are stimulated using series of images and 
video sequences on the screen of the Stimulus Computer. 

With this purpose, two protocols have been tested during 
the recordings. 
The first protocol, the one used in Session 1, consisted of 
5 videos for each emotion from the DaFEx Database, 
separated with a 20 seconds of a fixation cross (a white 
cross over a black background). The second protocol, 
used in Session 2, was an improvement of the first 
protocol. It was noticed that the videos were not enough 
to make the subjects feel the emotions. In order to make 
the subject to feel the expected emotion better, a 
sequence of 5 images collected from the internet were 
added before the first video of the “happy” and “disgust” 
sequences. 
 

III. DATABASE COLLECTION 
 

A. Video and fNIRS database 
In the Video-fNIRS database there are totally 16 

subjects. While one experiment session is performed for 
10 subjects, two sessions of experiments in different 
days are carried out for the other six subjects. There are 
six women and 10 men subjects with the average age 25 
in the database. 

The structure of the database is designed in order to 
make the video post-processing as easy as possible. 
Video data are recorded frame by frame into separate 
files. Each filename is formed by subject name, date, 
time and the stimuli type as follows: 

 
SubjectName-YYYYMMDD-HHMMSS-
FFF_STIMULI.jpg 

where these characters denote: 
 

 YYYYMMDD: year in four digit format and 
month and day in two digit format 

 HHMMSS: time expressed in hour, minutes and 
seconds using 24 hours format 

 FFF: milliseconds 
 STIMULUS: type of stimulus (happy, disgust, 

neutral) shown to the subject when the frame 
was recorded 

  
Session 3Session 2 

Experiment :  

Trial 1 
calm 

Trial 2 
positive 

Trial 30 
negative 

… 

3s 12.5s 10s ?s

Self-
assessment

Dark 
screen 

Dark screen 
with cross 

Block of 5 
images 

Trial : 

Session : 

Session 1 
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Figure 4 The structure of the database 
 

Moreover, frames are stored in different folders 
depending on the type of stimulus. Under these 
conditions, a subject with name Arman recorded in 
session 1 on the 1st of August would have a folder in the 
video database with the structure shown in Figure 4, 
where the file names of the three sample frames are:  
 
Arman-20060801-182136-599_DISGUST.jpg,  
Arman-20060801-182641-586_HAPPY.jpg and  
Arman-20060801-181726-131_NEUTRAL.jpg.  
 

 The frames corresponding to the cross sign, at the 
beginning of each recording block, are marked as 
NOTHING since the data is not related to any emotional 
state. 
 

B. EEG + fNIRS recordings 
 

We recorded data from five participants all male, and 
right handed, with age ranging from 22 to 38. For each 
subject data are divided in three repertories, one per 
session. For each session we obtained three files 
categories: one concerns EEG and peripheral 
information, another concerns fNIRS information and 
the last contains self-assessments of participants. 

 

EEG and peripheral data 
 

EGG, peripheral and the trigger signals are stored in the 
same BDF (Biosemi Data Format) file. This format is 
quite the same as the EDF (European Data Format) so 
that most software could use it without problems; 
however you can find a converter from BDF to EDF at 
http://www.biosemi.com/download.htm. 
 
Remember that a trigger is sent in the beginning of each 
block of images as well as for the start of the protocol. 

For more convenience, we extracted the samples where 
such a trigger appears and save them as markers in a 
MRK file, except for the first trigger. 
 
Finally we obtained two files: a BDF file with EEG and 
peripheral signals, and a MRK file containing index of 
samples for each block of images. These files are named 
as follow: 

 
PARTA_IAPS_SESB_EEG_fNIRS_DDMMAAAA.bdf 
PARTA_IAPS_SESB_EEG_fNIRS_DDMMAAAA.bdf
.mrk 

 
where A is the participant number (1-5), B is the session 
number (1-3) and DDMMAAAA represents the date of 
the recording. 

Common data 
In this section, we describe the files that are common to 
both modalities and concern the protocol in itself: 

• IAPS_Images_EEG_fNIRS.txt, contains three 
columns, one per session, with the names of the 
IAPS pictures used in this study; 

• IAPS_Eval_Valence_EEG_fNIRS.txt and 
IAPS_Eval_Arousal_EEG_fNIRS.txt contains 
in three columns the valence or arousal value for 
each image; 

• IAPS_Classes_EEG_fNIRS.txt list in three 
columns the associated classes we considered 
for each block of pictures. Labels can be 
“Calm”, “Pos” or “Neg”. This can be useful if 
one does not want to take into account self-
assessment of participants. 

 
PartASESB.log lists self-assessment of participants. As 
for the EEG files, A is the number of the participant 
while B is the session number 
 

C. fNIRS data 
fNIRS data were stored in ASCII format with the file 
name, 
 
SubjectA_SesB_EEG_fNIRS_DDMMAAAA.txt 
 
for EEG + fNIRS recordings and 
 
SubjectA_SesB_video_fNIRS_DDMMAAAA.txt 
 
for video + fNIRS recordings. 
 
where A is the participant number and B is the session 
number. 
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Note that, these files contain raw data, i.e., time-series of 
concentration changes for three wavelengths. A 
MATLAB program (loadnirs.m) is needed to convert 
this signal to oxygenated and deoxygenated hemoglobin 
values. 
 

D. Practical considerations and problems 
The most challenging task was making recordings 
simultaneously from different devices. Each device was 
designed to be used alone, and thus were not very 
suitable for multimodal recordings. For instance, EEG 
cap and fNIRS probe were clearly obstructing each 
other’s functioning. Thus a special probe should be 
designed which may hold both EEG electrodes and 
fNIRS light emitting diode and detectors. 
 
Synchronization was the most time consuming task 
during the workshop. It took a long time before we 
arrived at a reasonable and reliable solution for 
synchronizing the devices. 
 
Deciding on the protocol was perhaps the most critical 
issue in this study. We used a well-known database for 
EEG and fNIRS recordings, but we tried to adapt it for 
our purposes. For video and fNIRS, we actually wanted 
from the subjects to mimic what they saw. Thus it may 
be argued whether “mimicking” was the same with 
“feeling” or not. 

 
For video and fNIRS recordings, it is clear that facial 
muscle movements caused some noise for fNIRS 
signals. 
 
We could not have the chance to perform the recordings 
in an isolated experiment room. Thus, environmental 
noise definitely corrupted our recordings. 
 
During EEG and fNIRS recordings many participants 
reported that they had a headache at the end of each 
session. This is due to the different caps that become 
more and more uncomfortable along time. More over, 
they also reported that they never felt some strong 
positive response while they found negative images a bit 
too hard. Several participants claimed that the effects of 
the emotional stimuli decrease after viewing many 
images in succession, suggesting that they became 
accustomed to the emotional content. 
 

IV. BRAIN SIGNAL ANALYSIS TECHNIQUES 

A. EEG Analysis Techniques 
Prior to extracting features from EEG data and 

performing classification, we need to pre-process signals 

to remove noise. Noise can originate from several 
sources: environment (mainly 50Hz), muscles activity 
and fNIRS noise. The environmental noise is the easiest 
to remove by applying a bandpass filter in the 4-45 Hz 
range. This band is selected because the frequency 
intervals of interest in EEG are the θ (4-8Hz), α (8-
12Hz), β (12-30Hz) and γ (30-45Hz) bands. Muscle 
activities such as eye-blinks or jaw clenching 
contaminate EEG signals with strong artifacts. In this 
study, no special effort was done to remove these 
artifacts, but subjects were requested to avoid these 
movements during recordings. One unexpected source of 
contamination was the fNIRS light activations. As can 
be observed in Figure 5 fNIRS light activations cause 
spikes in the EEG recordings, especially in the frontal 
area. For the moment, no appropriate filtering was 
designed to remove this type of noise, though 
independent component analysis (ICA) technique is one 
potential tool. Finally, to obtain some better focalization 
on brain activity, we computed a Laplacian reference 
signal, which consists in subtracting for each electrode 
the mean signal of its neighbors. 

 

 
Figure 5 EEG signal sample after pre-processing. fNIRS 
noise can be observed approximatively every 700ms 
especially on the frontal electrodes (in red) 

 
Following the preprocessing stage, there are various 
alternatives for feature extraction. One alternative is to 
collect EEG energies at various frequency bands, time 
intervals and locations in the brain. This approach results 
typically in oversized feature vectors. As a second 
alternative, Aftanas & al. [10] proved the correlation 
between arousal variation and power in selected 
frequency bands and electrodes. These features have also 
been used in 12 to assess the arousal dimension of 
emotions. In this project we opted for this first set of 
features. A third possibility is to compute the STFT 
(Short Term Fourier Transform) on 12.5 second 
segments of each trial and electrode, assuming 
stationarity of the signal within the chosen widow 
length. This allows taking into account time evolution as 
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well as spatial distribution of energy. Each atom 
resulting from the STFT is then considered as a feature 
or relevant features can be selected by filter or wrapper 
methods [13]. 

B. Peripheral Signals Analysis Techniques 
Several studies have shown the effectiveness of 

peripheral sensors in recognizing emotional states (see 
12, 13, 15). While there are many variables from the 
autonomous nervous system that can be used to 
determine affective status, we will focus to three such 
variables: GSR, respiration and blood volume pressure. 
All these signals were first filtered by a mean filtering to 
remove noise   

GSR provides a measure of the resistance of the skin. 
This resistance can decrease due to an increase of 
sudation, which usually occurs when one is feeling an 
emotion such as stress or surprise. Lang [11] also 
demonstrates correlation between mean GSR level and 
arousal. In this study, we recorded GSR by positioning 
two dedicated electrodes on the top of left index and 
middle fingers. In order to assess the change in 
resistance, we used the following features:   

 
Value Comment 

Mean skin resistance over the 
whole trial 

Estimate of general arousal 
level 

Mean of derivative over the 
whole trial Average GSR variation 

Mean of derivative for 
negative values only 

Average decrease rate during 
decay time 

Proportion of negative 
samples in the derivative 

Importance and duration of 
the resistance fall 

 
 

The mean value of samples within a session gives us 
an estimate of the general arousal level of the emotion 
while the mean derivative reveals the variability of the 
signal. Computing the mean of derivative for negative 
values only, or the proportion of negative values for the 
whole session indicates the importance of the fall in 
resistance. 

Respiration was recorded by using a respiration belt, 
providing the chest cavity expansion over time. 
Respiration is known to correlate with several emotions 
[13]. For example slow respiration corresponds to 
relaxation while irregularity or cessation of respiration 
can be linked to a surprising event. To characterize this 
activity we used features both in the time and frequency 
domain. In the frequency domain we computed energy 
by FFT (Fast Fourier Transform) in 10 frequency bands 
of size Δf = 0.25 ranging from 0.25Hz to 2.75Hz. Others 
features are listed below:  ( 

 
Value Comment 

Power in the 0.25Hz-2.75Hz 
(Δf = 0.25Hz) bands (10 
features) 

- 

Mean of respiration over the 
whole trial Average chest expansion 

Mean of derivative over the 
whole trial 
Standard deviation 

Variation of respiration signal 

Maximum value minus 
minimum value 

Dynamic range or greatest 
breath 

 
 
Finally, a plethysmograph was placed on the thumb of 

the participant to record his blood volume pressure. This 
device permits to analyze both relative vessel 
constriction, which is a defensive reaction [13], and 
heartbeats that are clearly related to emotions especially 
in terms of heart rate variability (HRV) (see 11, 13, 15). 
Heart beats were extracted from the original signal by 
identification of local maxima, and then the BPM (Beat 
Per Minute) signal was computed for each inter-beat 
periods i. This enables us to approximate HRV using 
standard deviation or mean derivative of the BPM 
signal. The following features were extracted from blood 
volume pressure:  

 
Value Comment 

Mean value over the whole 
trial Estimate of general pressure 

Mean of heart rate over the 
whole trial - 

Mean of heart rate derivative 
Standard deviation of heart 
rate 

Estimations of heart rate 
variability 

 
 
Finally, all these features were concatenated in a 

single features vector of size 22, representing the 
peripheral activity. 

 

C. fNIRS Analysis Techniques 
 
fNIRS provides us with time series of oxygen-rich 
(HbO2) and oxygen-poor (Hb) blood concentration 
changes on the cortical surface. fNIRS signals should be 
preprocessed first to eliminate high frequency noise and 
low frequency drifts. Previous studies have shown that 
involvement of prefrontal cortex in the emotion 
processing is concentrated in the medial frontal cortex. 
Thus, it may be a good choice to concentrate on the 
middle 8 detectors. 
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Since the hemodynamic response mainly gives an idea 
about the area of activation, the first line of action has 
been to detect the presence of active regions in the brain 
and their variation with stimuli. On the other hand, 
activated regions are known to vary from subject to 
subject, and even within subject in the course of 
experiments. It follows than that detection schemes 
based only on single subject data may not be reliable 
enough. One solution to this problem is the use of 
multivariate methods, that is, simultaneous processing 
and modeling of data from a group of subjects. Some 
well-known examples are principal component analysis 
and independent component analysis. This type of 
methods may give us the emotion-related components. 
 
The noise caused by facial muscle movement aroused as 
an important source of contamination for fNIRS signals. 
Since for some detectors this noise is so large with 
respect to the signal, it is (and will be) hard to extract 
cognitive and emotional component from the signals. 
 

D. Fusion techniques 
The main fusion strategies are data-level fusion, 

feature-level fusion and decision-level fusion. Due to the 
disparity of the nature of data in the three modalities, 
data fusion is not conceivable. On the other hand, fusion 
at the more abstract levels, feature level and decision 
level, are both feasible and desirable.  

fNIRS-EEG fusion:  Recall that the link between 
electrical activity and hemodynamic activity is supplied 
by the neurocoupling mechanisms. The EEG modality in 
one part and the video or fNIRS modality on the other 
part, have orders of magnitude difference in their relative 
time scales. However, feature/decision level fusion is 
possible if one generates fNIRS and EEG feature vectors 
and/or decision scores for each block of emotional 
stimuli (12.5 seconds long in our experiment). 
Alternatively, video features and fNIRS features can be 
fused at the feature or decision level on a block-by-block 
basis.  

V. VIDEO BASED EMOTION DETECTION 
Video signals are quite rich in facially expressed 

emotions, especially for the happiness and disgust cases. 
Facial expressions are formed by motions or 
deformations of mouth, eyebrows and even of eyelids. 
Also, facial skin may get deformed, such as wrinkles in 
the forehead or inflations on the cheeks. In this particular 
experiment, however, we do not have access to the 
eyebrow information due to the occlusion by the fNIRS 
probe on the forehead (Figure 6). 

We have therefore extracted facial features from 
mouth and eyes, and then analyzed and classified the 
data as in the block diagram of Figure 6. We used 
comparatively two methods for facial feature 
segmentation:  active contour-based technique [3, 4] and 
active appearance models (AAM) [8]. For the 
classification we are using Transferable Belief Model 
(TBM) method [2, 7]. 
 

Feature extraction

Analysis

Classification

 
 

Figure 6 Illustration of the feature extraction, analysis 
and classification system for emotion detection. 

 
A. Active Contours for Facial Feature Extraction 

Active contours are widely used for segmentation 
purposes. However first, the face itself and the eyes must 
be located. We have used the detector in the Machine 
Perception Toolbox (MPT) [5]. We had to execute the 
face detection in each image and bypass its tracking 
ability due to stability problems. This in turn, slows 
down the process. Wherever MPT cannot detect a face, 
we recurred to the OpenCV library face detection tool. 
The OpenCV algorithm detects faces in general with 
higher precision albeit at lower speeds than the MPT. 

Following fiducial point localization, lips, eyes and 
eyebrows are segmented by fitting curves automatically 
and frame-by-frame, using the algorithm described in [3, 
4]. This algorithm uses a specific predefined parametric 
model such that all the possible deformations can be 
taken into account. The contours are initialized by 
extracting certain characteristic points, such as eye 
corners, mouth corners and eyebrows corners 
automatically. In order to fit the model to the contours, a 
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gradient flow (of luminance or of chrominance) through 
the estimated contour is maximized. As remarked above, 
the model fitting to the eyebrows and mouth was not 
satisfactory, the first due to the occluding fNIRS probe 
and the latter whenever there were beard and moustache 
(Figure 7). Even in the absence of such impediments, we 
have observed that this algorithm works well only when 
the facial images are neutral (open eyes and closed 
mouth). Finally, the tracking mode of this algorithm was 
not available during the workshop. Therefore, we 
applied the algorithm described in the next section in 
order to have working results. 

 

 
 
Figure 7 Examples of correct (left) and incorrect (right) 

localizations 
 

B. Active Appearance Models (AAM) 
Using Active Appearance Models (AAM) is a well-

known technique for image registration [8], in which 
statistical models of appearances are matched to images 
iteratively by modifying the model parameters that 
control modes of shape and gray-level variation. These 
parameters are learned from a training dataset. The 
training of the AAM algorithm is initiated with manually 
annotated facial images, as illustrated in Figure 8. 37 
landmark points are chosen from the easily identifiable 
locations on the face, and their 2D coordinates constitute 
the shape vector for the face images. In this study, they 
are chosen appropriately to cover the face, mouth and 
eye regions for eventual segmentation of face contour, 
lips and eyes. After creating the shape vectors from all of 
the training images, they are aligned in a Euclidean 
frame by Procrustes algorithm. Finally, principal 
component analysis (PCA) technique is applied to 
reduce the dimension of the shape vectors, resulting in 
11 modes of shape variation that account for 95 percent 
of variance in the training set.  

 

 
Figure 8 Annotated image with 37 landmark points 

 
The next step is to create the texture vectors for the 

training images. For this purpose, Delaunay triangulation 
(Figure 9) is performed so that the triangular patches are 
transformed to the mean shape (Figure 10). Thus, shape-
free patches of pixel intensities are obtained. Also, to 
diminish the effect of lighting differences, a further 
alignment in the gray level is performed. Finally, PCA is 
applied to the texture vectors as in the shape vectors. 

 

 
Figure 9 Delaunay triangulation 
 

 
Figure 10 Texture image after transforming to mean 

shape 
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The third and final step of the algorithm is to 
combine shape and texture vectors. These two types of 
vectors are concatenated into one big feature vector, 
after appropriate weighting. These weighting 
coefficients are obtained using an estimation procedure. 
A final PCA is applied to this combined vector, the 
resulting vectors being called the appearance vector.  

The goal of AAM is to fit models to the images and 
to synthesize various facial appearances. This is 
accomplished by modifying and optimizing the 
combination weights. In face modeling, best pose 
parameters, which are planar translations, rotations and 
scaling, are estimated. Briefly, this optimization is 
realized by iteratively minimizing the difference 
between the input image pixel intensities and the model 
instances. 

In this study, an AAM is trained and tested for a 
subject. Some sample results are given in Figure 11, 
where the detected facial contours corresponding to 
happiness and disgust moods are tracked in video. For 
this subject total 26 training images were chosen from 
the training video database. These images were chosen 
in order to include different neutral, disgust and 
happiness expressions with varying head pose and eye 
motion to cover sufficient amount of face motion. 

 

 
Figure 11 Detected facial contours in video 
corresponding to happiness (above) and disgust (bottom) 
 
 

C. Classification 
In this study, Transferable Belief Model (TBM) 

algorithm [7], which is based on belief theory, is applied 
for the classification of anger, disgust and neutral 
expressions. First, some facial distances, as illustrated in 
Figure 6, are calculated from the extracted contours.  
These distances are: eye opening (D1), distance between 
the inner corner of the eye and the corresponding corner 
of the eyebrow (D2), mouth opening width (D3), mouth 
opening height (D4), distance between a mouth corner 
and the outer corner of the corresponding eye. 

Briefly, in the TBM algorithm each facial expression 
is characterized by a combination of symbolic states, 
which are evaluated from the calculated distances. For 
distance Di, the symbolic state is found by thresholding. 
In Figure 12, the representation of the symbolic states 
{C+, C-, S, SC+, SC} and the thresholds (a, b, c, d, e, f, 
g, h) are shown. While states C+, C-, S are representing 
positive activation, negative activation and no activation, 
respectively, other two states are denoting the doubt 
between activation and no activation. The threshold 
values are found in a training phase automatically as 
described in [7]. In Figure 12, the y-axis shows the piece 
of evidence (PE) according to the belief theory. After 
having found the states and the PEs for each symbolic 
state of each distance, conjunctive combination rule, 
which is explained in [7], is applied to combine the 
information coming from each distance. With this rule, 
combined PE for each expression is calculated, and the 
decision is made by choosing the expression that gives 
highest value for the combined PE. Details about the 
fusion process can be found in [7].  

 

 
 
Figure 12 Characterization of a distance with thresholds 
 
 

VI. CONCLUSIONS AND FUTURE WORK 
 

Project 7 entitled “Emotion Detection in the Loop 
from Brain Signals and Facial Images “ at Dubrovnik 
eNTERFACE had three goals in mind:  

i) Common database building 
ii) Interest and feasibility of these modalities 
iii) Assessment of emotion detection 

performance of individual modalities and 
their fusion. 
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Briefly, we have made significant progress in 

goals 1 and 2, while the 3rd goal must be revisited in a 
future project.  

 
Common database building: A considerable 

database containing video, fNIRS and EEG signals has 
been built. We have already mentioned in Section 6 
about the incompatibility of video and EEG. As a 
consequence, two separate databases were built, one 
encompassing EEG (including physiological signals) 
and fNIRS modalities, and the other encompassing video 
and fNIRS modalities.  Second, there was an unpredicted 
interference effect between EEG and fNIRS setups. The 
elimination of the EEG & fNIRS interference is not 
insurmountable, though we did not have time to address 
the problem during the workshop. Third, the critical 
synchronization problem between the modality pairs has 
been ingeniously solved in two alternative ways. The 
fourth issue was the determination of the proper 
protocols as well as stimulation material. Although we 
used the standard methods and materials as in the 
literature, some subjects reported unsure or inadequate 
stimulation especially during the prolonged experiments. 
Subject discomfort and fatigue was another aggravating 
factor.  

 
Interest and feasibility of these modalities:  There 

is increasing interest in literature for emotion detection 
and estimation in humans. However, there exist separate 
literatures, one set of papers published in neuroimaging 
and neural signal processing journals, the other set of 
papers appearing in computer vision and man-machine 
interface journals. We believe the joint use of modalities 
was for the first time addressed in this workshop, as far 
as the open literature is concerned. Individual modalities 
do not fair very well in emotion assessment, hence we 
believe the multimodal approach will certainly improve 
the classification performance.  

 
Assessment of emotion detection performance of 
individual modalities and their fusion:. This part of the 
project has not been completed and  is left as a future 
work.  
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Abstract— The main purpose of this project is to develop a full
computer-based musical instrument allowing realtime synthesis
of expressive singing voice. The expression will result from the
continuous action of an interpreter through a gestural control
interface. That gestural parameters will influence the voice
caracteristics thanks to particular mapping strategies.

Index Terms— Singing voice, voice synthesis, voice quality,
glottal flow models, gestural control, interfaces.

I. INTRODUCTION

EXPRESSIVITY is nowadays one of the most challenging
topics in view by the researchers in speech synthesis.

Indeed, recent synthesizers provide acceptable speech in term
of intelligibility and naturalness but the need to improve
human/computer intercations brought researchers to develop
more “human”, more expressive systems. Some recent real-
izations have shown that an interesting option was to record
multiple databases corresponding to a certain number of
“labelled” expressions (e.g. happy, sad, angry, etc) [1]. At
synthesis time, the expression of the virtual speaker is set by
choosing the units in the corresponding database.

Last year, during eNTERFACE’05 [2], we decided to inves-
tigate the opposite option. Indeed, we postulated that “emo-
tion” in speech was not the result of switchs between labelled
expressions but a continuous evolution of voice caracteristics
extremely correlated with context. Thus, we developed a set
of flexible voice synthesizers “conducted” in realtime by
an operator [3]. After some tests, it was clear that such a
framework was particularly efficient for singing synthesis.

Remarkable achievements have been recently reached in
singing voice synthesis. A review of state of the art can be
found in [4]. Technology seems mature enough for replacing
vocals by synthetic singing, at least for backing vocals [5] [6].
However, existing singing synthesis systems suffer from two
restrictions: they are aiming at mimicking singers rather than
creating new instruments, and are generally limited to MIDI
controllers.

We think it worthwhile to extend vocal possibilities of voice
synthesizers and design new interfaces that will open new
musical possibilities. In a first attempt we decided to restrain
our survey on voice quality control to the boundaries of natural
voice production. As a matter of fact, it is always better
trying to mimic one particular voice, as we are disposed to
hear someone behind the synthesizer. This process enables
to achieve analysis by synthesis : once we we are able to
perceive more naturalness in the synthesized voice, this means
that we understood something in voice production process. It

is then easier to go astray from these limits when dealing with
a musical application in a more creative way.

II. AIMS OF THE WORK

Our aims for this eNTERFACE’06 workshop can be sum-
merized in three main axes. First, we target the implementation
of intra- and inter-dimensional mappings driving low-level pa-
rameters of source models (e.g. complex interactions between
vocal effort and tenseness, represented by the phonetogram).
Then, we investigate the effects of the vocal tract in voice
quality variations (e.g. the singer formant, lowering of the
larynx). Finally, source/filter coupling effects (e.g. relations
between harmonics and formants frequencies) are analysied,
and several mecanisms are implemented (e.g. overtone, croa-
tian, bulgarian, occidental singing).

III. BACKGROUND IN SINGING SYNTHESIS

Speech and singing both result from the same production
system: the voice organ. However, the signal processing tech-
niques developed for their synthesis evolved quite differently.
One of the main reasons for this deviation is: the aim for pro-
ducing voice is different for the two cases. The aim of speech
production is to exchange messages. For singing, the main aim
is to use the voice organ as a musical instrument. Therefore
a singing synthesis system needs to include various tools
to control (analyze/synthesize or modify) different dynamics
of the acoustic sound produced: duration of the phonemes,
vibrato, wide range modifications of the voice quality, the
pitch and the intensity, etc. some of which are not needed in
most of the speech synthesis systems. A pragmatic reason for
that separation is that singing voice synthesizers target almost
exclusively musical performances. In this case, “playability”
(flexibility and real-time abilities) is much more important than
intelligibility and naturalness. Discussions about various issues
of singing synthesis can be found in [7] [8].

As described in [9], frequency-domain analy-
sis/modifications methods are frequently preferred in
singing synthesis research due to the need to modify some
spectral characteristics of actual recorded signals. The most
popular application of such a technique is the phase vocoder
[10], which is a powerful tool used for many years for time
compression/expansion, pitch shifting and cross-synthesis.

To increase flexibility, short-time signal frames can be mod-
eled as sums of sinusoids (controlled in frequency, amplitude
and phase) plus noise (controlled by the parameters of a filter
which is excited by a white noise). HNM (Harmonic plus
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Noise Model) [11] provides a flexible representation of the
signal, which is particularly interesting in the context of unit
concatenation. That representation of signals is thus used as a
basis in many singing synthesis systems [12] [13] [14] [15].

Another approach is to use the source/filter model. Several
models of glottal pulse has been proposed with different
quality and flexibility. A complete study and normalisation of
the main models can be found in [16]. For example, the R++
model has been used in the famous Voicer [17]. LF [18] and
CALM [19] models have been used during eNTERFACE’05
[3]. Other differences appear in the method used to compute
the vocal tract transfer function. Some systems [20] compute
the formants from the magnitude spectrum: a series of res-
onant filters (controlled by formants frequencies, amplitudes
and bandwidths). Some other systems compute an acoustic
representation of the vocal tract, as a cascade of acoustic
(variant-shape) tubes. For example, the SPASM synthesizer
[21] uses digital waveguides [22] to model acoustic features of
oral, nasal cavities and throat radiation (driven by a frequency-
domain excitation model). The model was extended to variable
length conical sections by Välimäki and Karjalainen [23].

There exist also some particular approaches like FOF
(Formes d’Ondes Formantiques) synthesis [24], used in
CHANT [25], which performs synthesis by convolving a
pulse train with parallel formant wave functions (time-domain
functions corresponding to individual formants resonance).

IV. VOICE PRODUCTION

Voice organ is usually described as a "source/filter" system.
Glottal source is a non-linear volume velocity generator where
sound is produced by complex movements of vocal folds
(larynx) under lungs pressure. A complete study of glottal
source can be found in [26]. Sounds produced by the larynx
are then propagated in oral and nasal cavities which can be
seen as time-varying filtering. Finally, the flow is converted
into radiated pressure waves through lips and nose openings
(cf. Figure 1).

Fig. 1. Voice production mechanisms: vocal folds vibrations, vocal tract
filtering and lips/nose openings radiation.

In the context of signal processing applications, and partic-
ulary in singing synthesis, some simplifications are usually
accepted. First, lips and nose openings effect can be seen

as derivative of the volume velocity signal. It is generally
processed by a time-invariant high-pass first order linear filter
[27]. Vocal tract effect can be modelized by filtering of glottal
signal with multiple (usually 4 or 5) second order resonant
linear filters.

Contrary to this "standard" vocal tract implementation,
plenty of models have been developed for representation of
glottal flow, with differences in accuracy and flexibility. Usual
models are KLGLOTT88 [28], R++ [29], Rosenberg-C [30],
LF [18] [31] and more recently, CALM [19].

V. THE GLOTTAL SOURCE

In this section, we describe the work related to the realtime
generation of the glottal source signal. We first explain our
theoritical basics: the modelization of the glottal flow as
the response of a causal/anticausal linear system (CALM).
Then, we will describe two different implementations achieved
during this workshop: a bufferized computation of a causal
stable filter (v1.x) and a sample-by-sample computation of a
causal unstable filter (v2.x).

A. The Causal/Anticausal Linear Model (CALM) [19]

Modelling vocal tract in spectral domain (with resonant
filters central frequency, amplitude and bandwidth) is very
powerful in term of manipulation because spectral description
of sounds is close to auditory perception. Traditionally, glottal
flow has been modelized in time domain. A spectral approach
can be seen as equivalent only if both amplitude and phase
spectra are considered in the model.

Fig. 2. Amplitude spectrum of the glottal flow derivative: illustration of
glottal formant (Fg , Ag) and spectral tilt (Fa, Aa).

For amplitude spectrum, two different effects can be isolated
(cf. Figure 2). On the one hand, an amount of energy is
concentrated in low frequencies (i.e. below 3 kHz). This peak
is usually called "glottal formant". We can see that bandwidth,
amplitude and position of the glottal formant change with
voice quality variations. On the other hand, a variation of
spectrum slope in higher frequencies (called "spectral tilt")
is also related to voice quality modifications.

Considering both "glottal formant" and "spectral tilt" effects,
two cascading filters can be used. A second order resonant
low-pass filter (H1(z)) for glottal formant, and a first order
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Fig. 3. Time-domain representation of derivated glottal pulse: anticausal part
and causal part.

low-pass filter (H2(z)) for spectral tilt. But phase information
indicates us that this system is not completely causal. Indeed,
as it is illustrated on Figure 3, glottal pulse is a combination of
a "increasing" (or active) part and a "decreasing" (or passive)
part. The decreasing part, called the return phase, mainly
influences the spectral tilt and hence is causal. And we can
also show that the second order low-pass filter has to be
anticausal in order to provide a good phase representation.
This information is sometimes refered as the mixed-phase
representation of voice production [32].

A complete study of spectral features of glottal flow, de-
tailed in [19], gives us equations linking relevant parameters
of glottal pulse (F0: fundamental frequency, Oq: open quotient,
αm: asymetry coefficient and Tl: spectral tilt, in dB at 3000Hz)
to H1(z) and H2(z) coefficients. Expression of b1 as been
corrected, compared to [19] and [33].

Anticausal second order resonant filter:

H1(z) =
b1z

1 + a1z + a2z2

a1 = −2e−apTecos(bpTe)

a2 = e−2apTe , b1 = ETe

ap = − π

OqT0tan(παm)
, bp =

π

OqT0

Causal first order filter:

H2(z) =
bTL

1− aTL
z−1

aTL
= ν −

√
ν2 − 1, bTL

= 1− aTL

ν = 1− 1
η
, η =

1
e−TL/10ln(10) − 1

cos(2π 3000
Fe

)− 1

Full anticausal processing is only possible offline, by run-
ning algorithms backwards on data buffers. In a realtime con-
text, anticausal response can be processed with two differents
methods. On the one hand, the response of a causal version of

H1(z) is stored backwards (v1.x). On the other hand, H1(z) is
replaced by a unstable causal filter and the "divergent" impulse
response is truncated (v2.x). We can also note that in order to
be usefull our implementations have to be able to produce
correct glottal flow (GF) and glottal flow derivative (GFD).
Indeed, the GFD is the acoustical signal used to synthesize
the voiced sounds, but the GF is important in the synthesis of
turbulences, involved in unvoiced and breathy sounds.

B. RealtimeCALM v1.x Implementation

This implementation is the continuation of the development
tasks of eNTERFACE’05 [3] and work presented to NIME’06
[33]. In this algorithm, we generate the impulse response by
period-synchronous anticausal processing. It means that in
order to achieve the requested waveform, the impulse response
of a causal version of H1 (glottal formant) is computed, but
stored backwards in a buffer. This waveform is truncated
at a length corresponding to instantaneous fundamental fre-
quency (F0+Jitter). This algorithm is now integrated in both
Max/MSP [34] [35] and Pure Data [36] external objects (for
Mac OS X, Windows and Linux): almPulse∼ v1.x. Then
the resulting period is filtered by H2 (spectral tilt). This
algorithm is also integrated in both Max/MSP and Pure Data
external objects: stF ilter∼ v1.x. Coefficients of H1 and H2

are calculated from equations described in subsection The
Causal/Anticausal Linear Model (CALM) and [19]. Thus, both
time-domain and spectral-domain parameters can be sent.

Actually, we take advantage of physical properties of glottis
to propose this real-time algorithm. Indeed, glottal pulse corre-
sponds to opening/closing movements of vocal folds. It means
that impulse responses generated by H1 and H2 filters can’t
overlap. Thus, impulse responses can be stored backwards and
truncated period-synchronously without changing too much
their spectral properties.

Truncation of the CALM waveform at each period gives
quite good synthesis results. Nevertheless, several configura-
tions of parameters (e.g. high value of αm plus low value of
Oq) make the impulse response oscilliating inside the period,
which gives signals that are no more related to glottal source
phenomena and changes voice quality perception. Thus, earlier
truncation points and windowing options have been tested
(e.g. first zero crossing of the GF, first zero crossing of the
GFD). This study has shown us that it is not possible to set a
truncation point inside the period which gives simultaneously
correct synthesis results on the GF and the GFD (even with
a synchronized half-Hanning windowing1). This modelization
problem and limitations due to the use of period buffer drove
us to change the architecture of this synthesis module (v2.x).
Discontinuity in GFD due to GF truncation is illustrated at the
Figure 4.

C. RealtimeCALM v2.x Implementation

This part explains another version of the anticausal filter
response computation. It avoids the use of period buffer. Main

1This windowing method multiplies the increasing part of the glottal pulse
(flow or derivative) – meaning the part between the zero crossing and the
positive maximum – by the left part of a Hanning window.
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Fig. 4. Discontinuity in GFD (right) due to GF truncation at the first zero
crossing of the CALM period (left).

idea behind this solution was to decrease memory allocations,
in order to be able to generate simultaneously the glottal flow
and the glottal flow derivative, with their own truncation points
and windowings2.

Instead of computing a causal version of the impulse
response offline and then copying it backwards into a fixed
buffer, the computation is here straightforward. The iterative
equation corresponds indeed to the unstable anticausal filter.
Anyway, the explosion of the filter is avoided by stopping
the computation exactly at the Glottal Closure Instant (GCI).
We can also note that glottal flow and glottal flow derivative
can both be achieved with the same iterative equation, only
changing the values of two first samples used as initial
conditions in the iteration process.

One other main implementation problem is that the straight-
forward waveform generation has to be synchronized with the
standard Pure Data’s performing buffer size. This standard size
is 64 samples which, at an audio rate of 44100Hz, corresponds
to a frequency of approximately 690 Hz. Most of the time, the
fundamental frequency of the glottal flow is less than 690 Hz,
which means that several buffers are necessary to achieve the
complete computation of one period. But whenever a buffer
reaches the end, the main performing routine is called and thus
the values of a1 and a2 have to be frozen as long as the period
time has not been reached. A flag related to the opening of the
glottis is then introduced, fixed to the value of the period (in
samples), and the values of a1 and a2 are not changed until
this flag is decreased to 0. Once values of T0, Te, γ, ap, and
bp have been calculated at the opening instant, only a1 and
a2 have to be frozen, as these are the only variables that are
taken into account in the equations of the derivative glottal
waveform.

We just tested the glottal flow/glottal flow derivative gener-
ation alone, without the addition of any vocal tract. However,
strong tests have been carried out concerning this implemen-
tation and revealed that this version is more robust than the
previous one. In particular, this implementation is not stuck
when exotic values are send to the algorithm. Finally, we
can note that this upgrade only concerns the almPulse∼
module. The spectral tilt filtering module (stF ilter∼) was not
modified.

2We can observe that our method will change the link between those two
waveforms. Indeed, if two separated truncation points and windowings are
applied, what we call "glottal flow derivative" is no more the derivative of the
glottal flow.

D. Dimensionnal Issues

The next step in the realization of our singing tool was
to define perceptual dimensions underlying the control of
voice quality, and implement analytic mapping functions
with low-level synthesis parameters. Dimensionnal features
of voice were first collected from various research fields
(signal processing, acoustics, phonetics, singing), completed,
and described in a formalized set [33] [37].
• Melody (F0): short-term and long-term elements involved

in the organization of temporal structure of fundamental
frequency;

• Vocal Effort (V ): representation of the amount of "en-
ergy" involved in the creation of the vocal sound. It makes
the difference between a spoken and a screamed voice
[38] [39] [40] [41];

• Tenseness (T ): representation of the constriction of the
voice source. It makes the difference between a lax and
a tensed voice [26];

• Breathiness (B): representation of the amount of air
turbulences passing through the vocal tract, compared to
the amount of voiced signal [26];

• Hoarseness (H): representation of the stability of sound
production parameters (especially for fundamental fre-
quency and amplitude of the voice);

• Mecanisms (Mi): voice quality modifications due to
phonation type involved in the sound production [42].

E. Description of Mapping Functions

Once dimensions are defined, two main tasks can be investi-
gated. First, the implementation of mapping functions between
these dimensions and low-level parameters. Then, identifica-
tion and implementation of inter-dimensionnal phenomena. In
this area, many different theories have been proposed relating
several intra- or inter-dimensionnal aspects of voice production
[28] [41] [43] [44] [45] [46]. We decided to focus on some
of them – like direct implementation of tenseness and vocal
effort, realization of a phonetogram, etc. – and design our
synthesis plateform in order to be able to extend it easily (e.g.
correct existing relations, add new mapping functions, etc.).
All current parameters are defined for a male voice.

Relations between Dimensions and Synthesis Parameters
During this workshop, we focused on several aspects of

the dimensionnal process. First, we consider relations between
a limited number of dimensions (F0, V , T and Mi) and
synthesis parameters (Oq, αm and Tl). Then, we decided to
achieve our data fusion scheme by considering two different
"orthogonal" processes in the dimensionnal control. On the
one hand, vocal effort (V ) (also related to F0 variations, cf.
next paragraph: Inter-Dimensionnal Relations) and mecanisms
(Mi) are controlling "offset" values of parameters (Oq0 , αm0 ,
Tl0). On the other hand, tenseness (T ) controls "delta" values
of Oq and αm around their offsets (∆Oq, ∆αm). Considering
this approach, effective values of synthesis parameters can be
described as:

Oq = Oq0 + ∆Oq
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αm = αm0 + ∆αm

Tl = Tl0

Following equations consider V and T parameters normal-
ized between 0 and 1 and Mi representing the ith phonation
mecanism.
• Oq0 = f(V |Mi)

Oq0 = 1− 0, 5× V |M1

Oq0 = 0, 8− 0, 4× V |M2

• αm0 = f(Mi)

αm0 = 0, 6|M1

αm0 = 0, 8|M2

• Tl0 = f(V )

Tl0(dB) = 55− 49× V

• ∆Oq = f(T )

∆Oq = (1− 2T )×Oq + 0, 8T − 0, 4|T ≤ 0, 5

∆Oq = (2T − 1)×Oq + 2T + 1|T > 0, 5

• ∆αm = f(T )

∆αm = (0, 5T − 1)× αm − 1, 2T + 0, 6|T ≥ 0, 5

∆αm = (0, 25− 0, 5T )× αm + 0, 4T − 0, 2|T > 0, 5

Last adaptation on parameters concerns a perceptual distor-
sion of Oq (square distorsion) and αm (square root distorsion)
between their ranges of variation (Oq: 0, 4 to 1; αm: 0, 6 to
0, 8).

Inter-Dimensionnal Relations: the Phonetogram
One important characteristic of human voice production is

that we are not able to produce any fundamental frequency
(F0) at any vocal effort (V ). A strong relationship exists
between these two perceptual features. For example, one could
not produce a very low pitch (around 80Hz) at a sound
pressure level higher than 80dB (for a male speaker) or
conversely to produce a high pitch at low intensity. Trying
to do so results in a sudden stop of vocal production. This
relationship is called phonetogram, and the evolution of this
dependency is varying very much from one speaker to an
another, considering for example that the subject is a trained
singer or not, male or female, has pathological voice or not,
etc. As a first approach, we decided to implement an average
phonetogram, relying on the work of N. Henrich [46]. Figure 5
and Figure 6 represent two average phonetograms for male and
female.

Moreover, this phenomenon involves different types of
laryngeal configurations. We here dealt with mainly two
configurations, first and second mechanisms of the vocal folds
(M1 and M2). This two laryngeal mechanisms are, in the

Fig. 5. Average voice range profile of male singers in mechanisms M1 and
M2 [46].

Fig. 6. Average voice range profile of female singers in mechanisms M1

and M2 [46].

commmon singing typology, referred as chest and falsetto
registers. Hence, as shown on Figure 5 and Figure 6, it is also
not possible to produce any frequency in both mechanisms,
but the two configurations have an overlapping region in the
middle of the phonetogram. This region enables the passing
between the two mechanisms. Following the work presented in
[47], the frequency range where this passing can occur is about
one octave (or 12 semi-tones). The main characteristic of this
passing is to provoke a break in the fundamental frequency
(F0). Thus, when producing an increasing glissando from M1

to M2, there is an average 8 semi-tones break, whereas it is
approximately 12 semi-tones when performing a decreasing
glissando. Breaking intervals probabilities are depicted on
Figure 7 and Figure 8. On the first one we can actually note
that the frequency breaks also depends on the fundamental
frequency where it occurs.

So as to say that this phenomenon introduces an hysteresis.
For most of untrained speakers or singers this break is uncon-
trollable whereas trained singers are able to hide more or less
smoothly this break, although they cannot avoid mechanism
switch.

VI. THE VOCAL TRACT

In this section, we describe the implementation of a vocal
tract model. This module is based on a physical "tubes-based"
representation of vocal tract filter, which is simultaneously
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Fig. 7. Frequency drops densities in semi-tones from Chest(or Modal) to
Falsetto register. In blue, when the break happens at 200Hz, in red at 300Hz,
in yellow at 400Hz [47].

Fig. 8. Frequency drops densities in semi-tones from Falsetto to Chest(or
Modal) register [47].

controllable with geometrical (areas) and spectral (formants)
parameters.

A. The lattice filter
A geometrical approach of vocal tract representation

Linear Predictive Coding [48] is a method for representing
the spectral envelope of a digital signal of speech in com-
pressed form, using the information of a linear predictive
model. The order of the filter is related to the complexity
of the envelope, and also the number of control parameters.
Thus, for representing a five-formant singing vowel, a filter
containing five pairs of conjugated poles (for the resonances),
and two simple poles (for the glottic wave) is needed, adding
up to a total of fourteen parameters.

The LPC parameters (commonly named ai) are non lin-
early interpolable. This implies that, for two configurations
[a1a2...an] and [b1b2...bn] corresponding to two vowels, a
linear interpolation between both of these vectors will not
correspond to a linear interpolation between the two spectra,
and could even lead to unstable combinations. For these
reasons, we will use another implementation of the LPC filter:
the lattice filter. The control parameters of such a filter are
called reflection coefficients (commonly named ki). Such a
filter is represented in Figure 9. It is composed of different
sections, each characterized by a ki parameter.

Fig. 9. Representation of kp cells of a lattice filter.

The reflection coefficients correspond to physical charac-
teristics of the vocal tract, which may be represented by
a concatenation of cylindrical acoustic resonators, forming
a lossless tube. This physical model of the lattice filter is
represented in Figure 10. Each filter section represents one
section of the tube; the forward wave entering the tube
is partially reflected backwards, and the backward wave is
partially reflected forwards. The reflection parameter ki can
then be interpreted as the ratio of acoustic reflections in the
ith cylindrical cavity, caused by the junction impedance with
the adjacent cavity. This value varies from 1 (total reflection)
to -1 (total reflection with phase inversion), and is equal to 0
when there is no reflection.

Fig. 10. Geometrical interpretation of the lattice filter: transmitted and
backwards waves at each cell junction.

The filter will be stable if the ki parameters are between -1
and 1. However, there is no direct relationship between these
parameters and sound: a small modification of ki does not
imply a small modification of the spectrum. Thus, instead of
using the reflection coefficients, we will be using the different
cylinder areas, named Ai, which can be easily deducted from
the reflection coefficients with the following expression:

Ai

Ai+1
=

1 + ki

1− ki

By acting on these Ai parameters, the interpreter is directly
connected to the physical synthesis instrument. The sound
spectrum will then evolve with acoustical coherence, which
makes it more natural to use. Moreover, the stability of the
filter is guaranteed for all Ai values.

B. Coefficients Convertion Framework

In order to use the area parameters of the lattice filter
(Ai), a Max/MSP object was created to convert them to ki

values which are used in the lattice filter. Several sets of Ai

parameters corresponding to different vowels were calculated.
After selecting one of these presets, certain sections of the
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vocal tract can be modified by a percentage ∆Ai, which has
the effect of opening or closing that section of the oral cavity.

A second approach to controlling the lattice filter was
considered: a formant-based scheme was used to represent
the spectral enveloppe, and the formant features, Fi, were
converted to ki parameters (after conversion to the LPC ai

coefficients), and then to Ai areas to control the lattice filter.
This allowed us to easily model certain phenomena that are
well known in speech processing, like overtone singing or the
singer formant [49] [50], by acting on analytical parameters
(the formants) rather than geometrical parameters (the areas).
Similarly to the control of the areas, the formants have presets
for different vowels and can be modified by a percentage ∆Fi.

The parameters conversion framework described above is
represented in Figure 11.

Fig. 11. Coefficients convertion and presets/modifications framework.

VII. ABOUT THE REAL-TIME CONTROL
OF VOICE SYNTHESIS

In this section, we comment some experimentations we
realized in order to evaluate expressive and performing abil-
ities of systems we developed. Modules were intergrated
together inside Max/MSP and various control devices (and
various combinaisons) were dynamically connected with map-
ping matrix. This set of tests allowed us to reach efficient
configurations, considering several performing styles (classical
singing, overtone singing, etc) which were demonstrated at the
end of the workshop.

A. Concerning Voice Source

In order to be able to compare expressive skills of this
system with the one developped before [3] [33] [37], we
decided to keep the same control scheme: a graphic tablet. In
that way, we were able to evaluate really clearly ameliorations

achieved with this new mapping functions. Early experimen-
tations demonstrated us that independant control of tenseness
and vocal effort is really increasing performing possibilities.
Anyway, current mapping equations still provide some un-
likely parameters combinaisons, resulting e.g. in "ultra-tensed"
perception or unwilling dynamics variations.

The implementation of the phonetogram is also a major
improvement in term of naturalness. It also gives better results
in terms of expressivity than without monitored control of
loudness (more linear). Although we deeply investigated this
phenomenon, we did not yet integrated this frequency break
in the system, as we did not find a satisfying solution for
controlling it. It is not straightforward to translate this fre-
quency break in the control domain, as our hand gestures are
mainly continuous and as basic switch from one configuration
to another is not really satisfying from a musical point of view,
as it results in a break in frequency range and thus "wrong"
notes.

B. Concerning Vocal Tract

The vocal tract was controlled using a data glove (P5glove
[51]) as shown in Figure 12. The glove was mapped to the
area parameters of the lattice filter in four different ways:
• The folding of the fingers control the opening angle of

the mouth (represented in Figure 13) (see Figure 14)
• The hand movement along the z-axis controls the position

of the "tongue" in the vocal tract (towards the back or the
front of the mouth)

• The hand movement along the y-axis controls the vertical
position of the tongue (near or far from the palate) (see
Figure 14)

• The hand movement along the x-axis changes the vowels
(configurable from one preset to another, for example
from an /a/ to an /o/ )

Fig. 12. Vocal tract control with a data glove: 5 finger flexion sensors and
3 dimensions (x,y,z) tracking.

This configuration allowed us to achieved typical vocal tract
modification techniques – like overtone singing – quite easily.
Indeed, as the spectral representation (Fi) is really efficient
to configure some presets (e.g. offset vowel) or let running
automatic tasks (e.g. harmonic/formant tuning), the constant
access to geometrical "delta" features (∆Si) allows user to
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Fig. 13. Mouth opening control: finger flexion sensors mapped to variation
of 9 first Ai.

Fig. 14. Vertical tongue position control.

achieve refined tweaking techniques (e.g. lowering the vocal
tract, changing tongue position, etc.) and that way increasing
expressivity.

C. Transversal Remarks

In overall, at this stage of development, the synthesizer
allows to control 17 parameters which are namely : pitch,
vocal effort, tenseness, mechanisms, the first two formants, the
singer’s formant, vocal tract length, gain, transition between
vowels, width of the vocal tract, position of the tongue and
mouth opening (5 parameters). Considering all these param-
eters, only the actions on mechanisms is not a continuous

parameter, so as to say that 16 parameters have to be monitored
thanks to contiunuous parameters. From the controllers side,
we have all in all 17 continuous parameters (out of 33),
meaning that we are actually theoretically able to control all
needed parameters. However, the problem is that from user’s
side, it is impossible to manipulate three interfaces at the same
time. There are actually two solutions : one is to have multiple
users (2 or 3) being in control of the interfaces, the other one
is to use one-to-many mappings, allowing the performer to
control several parameters with the same controller.

VIII. CONCLUSIONS

In this workshop, our main aim was to build a performant
singing musical instrument allowing a wide range of expres-
sive possibilities. Our actual work results in the implementa-
tion of new models for voice source and vocal tract, working in
real-time, which are strategic tools in order to be able to work
further. Improvement of expressivity in this new system really
encourage us to go forward with this approach. Moreover, our
modular architecture drives us to go to a widely extensible
synthesis plateform which will be really usefull in order to
continue to integrate other results (existing and coming) from
voice production sciences.
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Abstract— After a first workshop at eNTERFACE 2005 

focusing on developing video-based modalities for an augmented 
driving simulator, this project aims at designing and developing a 
multimodal driving simulator that is based on both multimodal 
driver's focus of attention detection as well as driver's fatigue 
state detection and prediction. Capturing and interpreting the 
driver's focus of attention and fatigue state will be based on video 
data (e.g., facial expression, head movement, eye tracking). While 
the input multimodal interface relies on passive modalities only 
(also called attentive user interface), the output multimodal user 
interface includes several active output modalities for presenting 
alert messages including graphics and text on a mini-screen and 
in the windshield, sounds, speech and vibration (vibration wheel). 
Active input modalities are added in the meta-User Interface to 
let the user dynamically select the output modalities. The driving 
simulator is used as a case study for studying software 
architecture for multimodal signal processing and multimodal 
interaction using two software component-based platforms, 
OpenInterface and ICARE.  
 

Index Terms— Attention level, Component, Driving simulator, 
Facial movement analysis, ICARE, Interaction modality, 
OpenInterface, Software architecture, Multimodal interaction. 

I. INTRODUCTION 
HE project aims to study component-based architecture 
using two platforms, namely OpenInterface [1] and 

ICARE [2] [3], for combining multimodal signal processing 

analysis and multimodal interaction. OpenInterface is a 
component-based platform developed in C++ that handles 
distributed heterogeneous components. OpenInterface 
supports the efficient and quick definition of a new 
OpenInterface component from an XML description of a 
program. By so doing, any program can be included as an 
OpenInterface component and can then communicate with any 
other existing OpenInterface component. As opposed to 
OpenInterface, ICARE is a conceptual component model for 
multimodal input/output interaction [2]. One implementation 
of the ICARE model is defined using JavaBeans components 
[3].  

 
This report, as well as the source code for the software developed during the 
project, is available online from the eNTERFACE’05 web site: 
www.enterface.net. 

This research was partly funded by SIMILAR, the European Network of 
Excellence on Multimodal Interfaces, during the eNTERFACE’06 Workshop 
in Dubrovnik, Croatia. 
 

In this project, we study the development of a multimodal 
interactive system using the OpenInterface platform while the 
component architecture is along the ICARE conceptual model. 
The selected case study for this project is a driving simulator 
[4].  
The structure of the paper is as follows: first we present the 
selected case study by explaining the rationale for selecting 
this interactive system from a multimodal interaction point of 
view and by giving an overview of the interactive system. We 
then recall the key points of the two platforms, OpenInterface 
and ICARE before presenting the software architecture along 
the ICARE conceptual model. We then detail the software 
architecture that has been implemented followed by a 
discussion on the tradeoffs and differences with the initial 
ICARE architecture.  

II. CASE STUDY: DRIVING SIMULATOR 

A. Rational for selecting a driving simulator 
The case study is a driving simulator. Indeed, facing the 

T 
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sophisticated sensing technology available in modern cars, 
multimodal interaction in cars constitutes a very challenging 
domain. The key issue in terms of interaction design is that the 
main task of the user is the driving one, a critical task which 
requires a driver to keep her/his eyes on the road. A driving 
task relies on local guidance that includes sub-tasks involving 
control of the vehicle and knowledge of the environmental 
situation. In this context of a driving task, our application 
domain, our goals are: 

- to capture a driver's focus of attention, 
- to capture a driver’s state of fatigue, 
- to predict a driver’s state of fatigue, 
- to design and develop an output multimodal user 

interface for presenting alert messages to the driver. 
Several projects focus on User Interfaces (UI) in cars and 

involve various interaction technologies such as trackpad 
fixed on the steering wheel [5], dedicated buttons, mini-
screens as well as head-up display (HUD) technology. For 
example HUDs are used for displaying icons and texts, 
usually found on the dashboard of a car, in the windshield as 
shown in Figure 1.  

 

 

HUD: Text and icons  
displayed in the windshield 

 
Fig. 1.  In-car HUD (from [5]). 

 
We distinguish two main classes of UI studies in cars: 

design of interactive dashboards that nowadays include a 
screen (e.g., graphical user interface for controlling the radio 
and so on) and Augmented Reality (AR) visualizations. 
Several on-going projects focus on Augmented Reality (AR) 
visualizations for the driver using head-up display (HUD) 
technology. For example for displaying navigation 
information or for guiding the driver's attention to dangerous 
situations, transparent graphics (e.g., transparent path of the 
route) are directly projected onto the windshield [6] as shown 
in Figure 2, making it possible for the driver to never take 
her/his eyes off the road.  

 

 
Fig. 2.  In-car Augmented Reality: Guiding driver’s attention to dangerous 
situation. The arrow indicates the position of imminent danger (from [6]). 
 
Complementary to these projects, our task focuses on 

supporting the driving activity by monitoring and predicting 
the state of the driver (attention and fatigue). Instead of 
focusing on external dangers (e.g. a potential collision with a 

car coming from behind as in Figure 2), the project aims at 
detecting dangerous situations due to the driver's fatigue state 
and focus of attention. From the Human-Computer Interaction 
point of view, the project focuses on multimodal input and 
output interaction that combines passive input modalities 
(implicit actions of the driver) for detecting dangerous 
situations as well as active modalities (explicit actions of the 
driver) for perceiving alarms (output active modalities) and 
for changing the output modalities (input active modalities).  

B. Overview of the driving simulator 
Starting from the programs developed during a first 

workshop at eNTERFACE 2005 [4], the overall hardware 
setting of the driving simulator includes: 

- 3 PCs: one under Windows for the driving simulator, 
one under Linux for capturing and predicting the 
driver’s states (focus of attention and state of 
fatigue), and one on Windows for the output user 
interface developed using the ICARE platform 
(JavaBeans component). 

- 1 LOGITECH webcam sphere 
- 1 LOGITECH force feedback wheel 
- 1 video-projector 
- 2 loudspeakers 

Figure 3 shows the system in action. For software, the 
driving simulator we used is the GPL program TORCS [7] 
and the multimodal interaction is developed using the two 
platforms OpenInterface and ICARE. 

 
 

 
Fig. 3.  Multimodal driving simulator: demonstrator in use. 

III. COMPONENT PLATFORMS 

A. OpenInterface platform 
OpenInterface is a component-based platform developed in 

C++ that handles distributed heterogeneous components. 
OpenInterface supports the efficient and quick definition of a 
new OpenInterface component from an XML description of a 
program. Although the platform is generic, in the context of 
the SIMILAR project, the OpenInterface platform is dedicated 
to multimodal applications. We define a multimodal 
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application as an application that includes multimodal data 
processing and/or offers multimodal input/output interaction 
to its users.  

Figure 4 gives an overview of the platform. Each 
component is registered in OpenInterface Platform using the 
Component Interface Description Language (CIDL) and 
described in XML. The registered components properties are 
retrieved by the Graphic Editor (Java). Using the editor the 
user can edit the component properties and compose the 
execution pipeline (by connecting the components) of the 
multimodal application. This execution pipeline is sent to the 
OpenInterface Kernel (C/C++) to run the application. 

 

 
Fig. 4.  Overview of the OpenInterface platform. 

 
OpenInterface is designed to serve three levels of users: 

programmers, application designers (AD) and end-users. 
Programmers are responsible for the development and 
integration of new components into the platform. The 
application designers focus on end-user’s needs and are aware 
of the resources provided by the platform. The AD will use 
the graphical editor to assemble components in order to 
develop a multimodal application. End-users interact with the 
final application whose components are executed within the 
platform.  

B. ICARE platform 
ICARE (Interaction CARE -Complementarity Assignment, 

Redundancy and Equivalence-) is a component-based 
approach which allows the easy and rapid development of 
multimodal interfaces [2] [3]. The ICARE platform enables 
the designer to graphically manipulate and assemble ICARE 
software components in order to specify the multimodal 
interaction dedicated to a given task of the interactive system 
under development. From this specification, the code is 
automatically generated. The currently developed ICARE 
platform that implements a conceptual component model that 
describes the manipulated software components, is based on 
the JavaBeans technology [8]. The ICARE conceptual model 
includes:  

1. Elementary components: Such components are building 
blocks useful for defining a modality. Two types of ICARE 
elementary components are defined: Device components and 

Interaction Language components. We reuse our definition of 
a modality [9] as the coupling of a physical device d with an 
interaction language L: <d, L>. In [10], we demonstrate the 
adequacy of the notions of physical device and interaction 
language for classifying and deriving usability properties for 
multimodal interaction and the relevance of these notions for 
software design. 

2. Composition components: Such components describe 
combined usages of modalities and therefore enable us to 
define new composed modalities. The ICARE composition 
components are defined based on the four CARE properties 
[10]: the Complementarity, Assignment, Redundancy, and 
Equivalence that may occur between the modalities available 
in a multimodal user interface. We therefore define three 
Composition components in our ICARE conceptual model: 
the Complementarity one, the Redundancy one, and the 
Redundancy/Equivalence one. Assignment and Equivalence 
are not modeled as components in our ICARE model. 
Assignment and Equivalence are not modeled as components 
in our ICARE model. Indeed, an assignment is represented by 
a single link between two components. An ICARE component 
A linked to a single component B implies that A is assigned to 
B. As for Assignment, Equivalence is not modeled as a 
component. When several components (2 to n components) 
are linked to the same component, they are equivalent. As 
opposed to ICARE elementary components, Composition 
components are generic in the sense that they are not 
dependent on a particular modality.  

 
The two ICARE composition components, 

Complementarity and Redundancy/Equivalence have been 
developed in C++ as connectors within the OpenInterface 
platform.  

 
In the following section, examples of ICARE component 

assemblies are provided in the context of the multimodal 
driving simulator. 

IV. SOFTWARE ARCHITECTURE OF  
THE MULTIMODAL DRIVING SIMULATOR 

In this section, we first present the overall architecture 
along the ICARE conceptual model that we defined at the 
beginning of the project followed by the implemented 
architecture developed during the workshop. We finally 
conclude by a discussion of the tradeoffs and differences 
between the initial conceptual architecture and the 
implemented one. 

A. ICARE conceptual architecture 
In Figure 5, we present the overall software architecture of 

the entire multimodal driving simulator in order to highlight 
the scope of the code organized along the ICARE conceptual 
model. As pointed out in Figure 5, within the architecture, we 
identify two types of link between the ICARE components 
and the rest of the interactive system: 
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- For inputs, the connection between the ICARE Input 
components and the rest of the interactive system is at 
the level of the elementary tasks. From explicit or 
implicit actions performed by the driver (i.e., the user) 
along various modalities, the ICARE components are 
responsible for defining elementary tasks that are 
independent of the used modalities. Such elementary 
tasks are then transmitted to the Dialogue Controller. 
One example of an driving task is the “accelerate”  
task. 

- For outputs, the Dialogue Controller is sending 
elementary presentation tasks to the ICARE output 
components that are responsible for making the 
information perceivable to the driver along various 
output modalities. One example of an elementary task 
is the “present alarm” task.  

 
 

ICARE Input 
(Passive/Active) 
Multimodal Interaction 

ICARE Output  
(Active) 
Multimodal Interaction 

Dialogue 
Controller 

- 
Task level 

Functional 
Core 

Adapter 
and 

Functional 
Core 

- 
Driving 

simulator 

Modality independent 
code 

Modality dependent  
code 

Elementary tasks: 
- Driving tasks  

(accelerate, turn) 
- Present alarm 

User 

 
 

Fig. 5.  Overall architecture of the multimodal driving simulator. 
 
Because we reuse the GPL driving simulator TORCS [7] 

that we extend to be multimodal, some parts of the 
architecture of Figure 5 are already developed. Figure 6 shows 
the code that we need to develop along with the existing 
TORCS code. All the modalities for driving (input modalities 
based on the steering wheel and the pedal) and for displaying 

the graphical scene are reused and not developed with ICARE 
components. 

To better understand the extensions to be developed, Figure 
7 presents the task tree managed by the Dialogue Controller. 
Within the task tree, the task “Choose output modalities” does 
not belong to the main Dialogue Controller of the driving 
simulator but rather belongs to a distinct Dialogue Controller 
dedicated to the meta User Interface (meta UI) as shown in 
Figure 8. Indeed the meta UI enables the user to select the 
modalities amongst a set of equivalent modalities. Such a task, 
also called an articulatory task, does not correspond to a task 
of the driving simulator itself. The meta UI includes a second 
Dialogue Controller (Dialogue Controller (2) in Figure 8) as 
well as ICARE input components for specifying the selection.  
The selection is then sent by the second Dialogue Controller 
to the ICARE output components [11].  

 

 
 

Fig. 8.  Meta User Interface: ICARE components within an overall software 
architecture of an interactive system and the meta UI that enables the selection 
of equivalent modalities by the user (from [11]). 

 
To obtain the final ICARE architecture, for each elementary 

task of Figure 7, an ICARE diagram is defined. Figure 9 
presents the four ICARE diagrams designed for the four 
elementary tasks to be developed.  
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Fig. 6.  TORCS code and extensions to be developed within our architecture. 
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Fig. 9.  ICARE diagrams for the elementary task of Figure 7.
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Fig. 7.  Hierarchical Task Analysis (HTA): Task tree corresponding to the Dialogue Controller. 
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The ICARE diagrams for the multimodal driving simulator 

include pure modalities and two composition components.  
- For input, pure modalities made of a device and an 

interaction language components are used for the two 
tasks; (i) capture the user’s state of fatigue and 
attention and (ii) predict the user’s state of fatigue. 
These two modalities are passive input modalities. The 

modality for capturing the user’s state is based on eye 
blinking and mouth movement (yawning) for detecting 
the state of fatigue and on face movement for capturing 
the focus of attention. Instead of one pure modality, we 
can also define three modalities, one for the state of 
fatigue based on mouth movement, one for the state of 
fatigue based on eye blinking and one for the focus of 
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attention. The three modalities will then be combined 
by two composition components as shown in Figure 
10. 

 
 

Eye Blinking 
history  

Camera 
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Capture 
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UserÕs state 
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Redundancy / 
Equivalence 

UserÕs state 
of fatigue 

Focus of 
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Complementarity

 
Fig. 10.  Combined modalities for capturing and detecting user’s 
state. 
 
For selecting the output modalities the user issues 
speech commands such as “windshield screen voice 
beep tactile” for selecting all the output modalities. For 
using this combined modality, the user first selects a 
wheel button then issues the voice command, and 
finally selects again the button to indicate the end of 
the speech commands.  As shown in Figure 9 two pure 
modalities, speech and button, are combined by a 
Complementarity composition component. Finally an 
Interaction Language component is responsible for 
combining all the recognized words between the two 
button press events. The output of this component is a 
list of selected modalities that is sent to the second 
Dialogue Controller of the meta User Interface. 

- For outputs, five pure modalities made of a device and 
an interaction language component are defined for 
presenting an alarm. Such modalities are combined by 
a Redundancy/Equivalence composition component. 
This composition component implies that the five 
modalities can be used all together in a redundant way 
or that only a sub-set of the modalities (1 to 5 
modalities) can be used in a redundant way.  

 
Having presented the ICARE overall software architecture 

of the multimodal driving simulator, we now present the 
implemented architecture and in particular which components 
of the architecture have been implemented in OpenInterface.  

A. Implemented architecture 
We first describe the implemented OpenInterface 

components and then explain in the following section the 
differences between the ICARE conceptual architecture and 
the implemented architecture. We have developed six 

OpenInterface components:  
- One OpenInterface component is dedicated to the video 

stream. Such a component is not explicit in the ICARE 
architecture since it represents a supplementary layer of 
the physical device driver.  

- One OpenInterface component is implementing the 
software interface to be able to send messages to the 
TORCS code.  

- One OpenInterface component implements all the 
ICARE diagrams for the task “Show alert message” of 
Figure 9 as well as the meta User Interface. This 
component has been implemented with ICARE 
JavaBeans components. The final implemented ICARE 
diagram is presented in Figure 11. First, due to time 
constraints, the Complementarity component of Figure 
9 has not been used for developing the combined active 
modalities based on speech and a steering wheel 
button. Second, we decided to add a new modality for 
choosing modalities using dedicated buttons on the 
steering wheel. The two modalities are then equivalent 
for the task “Choose output modalities”.  

 
 

Speech 
commands

Select 
command

microphone Wheel 
button

Speech 
command

Redundancy / 
EquivalenceSelect 

command 

Wheel 
buttons 

Dialogue Controller (2) Meta UI 

Selected output 
modalities 

Selected output 
modalities 

Show alert message

One OpenInterface component 

 
Fig. 11  Implemented ICARE components for the output modalities and 
meta User Interface. All the ICARE components are encapsulated in one 
OpenInterface component. 
 
- One OpenInterface component corresponds to the “Eye 

Blinking history” for predicting the user’s state of 
Fatigue.  

- Two OpenInterface components correspond to the 
ICARE diagram of Figure 10 for capturing the user’s 
state (Attention & Fatigue). Figure 12 presents the 
implemented processes of these two implemented 
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OpenInterface components.  
 
 

Webcam camera 

Moving Contours extraction 
 Spatio Temporal Filter 

Contours enhancement 
 Spatio Temporal Filter 

Optical flow computing 

Head motion alarm Eyes closed alarm Mouth yawning alarm 

Spectral Analysis for 
each face areas (face, 

eyes, mouth)  

Face detection 
 Local Luminance adaptation 

EyesÕ blinks history

Video Stream Component 

Retina Component UserÕs state Component

 
Fig. 12  Implemented OpenInterface components for capturing the user’s 

state. Starting from the input provided by the Video Stream component, two 
OpenInterface components, namely Retina component and User’s State 
component, have been implemented for providing four outputs: Focus of 
attention (head motion), duration of eyes closed, yawning and eye blinking 
history. 

 
The video analysis system for capturing user’s state is 

composed of two OpenInterface components: a prefiltering 
component that enhances the input data and extracts different 
information. The second component computes the user face 
analysis and outputs different indicators related to the user’s 
state. 
 
Retina Component description 

Once a frame is acquired from the video stream component, 
it is processed by the Retina component. This component is a 
filter coming from the modeling of the human retina [12, 13]. 
It provides three outputs for each frame: 

- a gray picture close to the input frame but with a 
corrected luminance. This output allows a better 
extraction of the details of the picture in the dark areas 
by enhancing locally the sensitivity to the luminance. 

- a picture of all the contours in the input frame. This 
output contains only the contours of the input. It is 
robust against spatio-temporal noise and luminance 
variations. It allows a description of the details of the 
input such as eyes and mouth contours which are used 
by the fatigue detection. 

- a picture of all the moving contours.  This output only 
reports energy on the areas in which contours are 
moving. It allows event detection and motion 
description [14]. 

As an illustration, Figure 13 shows the three outputs of this 
component according to a frame input. The data provided by 
this Retina component are directed to the different modules of 
the User’s State component. 

 

 
Fig. 13  Illustration of the outputs of the Retina component. 

 
Description of the User State component 

The first module of the User State component provides the 
position of the head in the visual scene, and is made of the 
Machine Perception Toolbox [14]. This module accepts as 
input a gray level picture. Nevertheless, luminance variations 
on the face can make this module fail. Then, in order to make 
it more robust, its input is the corrected luminance output of 
the Retina component instead of the Video Stream 
Component.  

Once the face is detected, two modules work in parallel. 
The first is the Optical Flow Computing module, which 
computes the velocity on the face area with the help of 
neuromorphic velocity filters [15]. This module provides the 
horizontal and vertical estimated velocities. The second 
module is the Spectrum Analysis module. It consists of the log 
polar spectrum analysis of both contour output and moving 
contour output of the Retina component. This module is based 
on the modeling of the primary visual cortex area V1. As 
explained in [13] [16], by analyzing the temporal response of 
the log polar spectrum of the moving contours response of the 
face, it is possible to retrieve motion event alarms and motion 
orientation when motion is occurring. Finally, this module 
provides alarms for different face motions: the global head 
motion, eyes and mouth motions (opening/closing). Also, by 
analyzing the temporal evolution of the Retina component 
contour output, it is possible to evaluate the state “Open” or 
“Close” of the eyes and the mouth yawning. 
 
Outputs generation 

The User State module provides different outputs that are 
used by the components presenting the alarms. 

Three outputs are alarms related to the estimation of the 
driver fatigue level. An alarm is sent when the user closes his 
eyes for more that a specified duration (we experimentally fix 
it to 200ms). Another is sent when the driver yawns.  

Also, an alarm is generated when the user moves his head 
longer than a specified period (we experimentally fix it to 
300ms). The generation of this alarm is based on the data 
provided by the Optical Flow Computing module and the 
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global head spectrum analysis. Once a head motion event is 
detected by the Spectrum Analysis module, the velocity data 
coming from the Optical Flow module and motion orientation 
coming from the Spectrum Analysis module are fused to 
generate the appropriate alarm in the event that the 
information is redundant. 

 These alarms are developed to signal user fatigue 
dynamically. In order to provide a long term prediction of 
hypo-vigilance, we generate a last output which is a list of the 
duration of the eye blinks encountered in the last 20 seconds. 
This output is sent to the hypo-vigilance prediction 
component. 

 
Sleep prediction component 

The aim of this component is to provide the driver with a 
warning several minutes before he/she loses control of the 
vehicle due to extreme hypo-vigilance or sleep. The prediction 
is made based on the 20 second eyelid activity history of the 
subject. Specifically the input of the component is the start 
and end timestamps of the blinks as these are registered by the 
video analysis system. 

The output of the component is a binary value 1 or 0 
corresponding to warning or no warning.  

The prediction of the component is calculated via the fuzzy 
fusion of several features that characterize the blinking 
behavior of the driver (Fuzzy Expert System). These features 
that were selected based on literature review [17], [18] and the 
expertise gained in previous related projects such as AWAKE 
[19] are the following: 

• Long blinks duration: the blinks in the 20 second 
window are filtered and only the ones lasting more than 
0,3s are kept. If the number of long blinks is larger than 
2 the sum of their durations is the long blink duration 
feature. Else the LBD = 0. 

• Maximum interval between blinks is defined as the 
interval between the end of the current blink and the 
beginning of the next (t1[blink+1] - t3[blink]). 

• Blinking rate. 
Although these features are not the most efficient ones they 

were the only ones that could be extracted given the input data 
and the camera used for video acquisition (30fps). Features 
that take into account velocity characteristics of the blinks are 
reported to have greater accuracy [20], however for the 
extraction of these features a high speed camera capable of 
200fps and special software is needed.  

In the following figure a schematic representation of the 
fuzzy system’s premise space is shown. The features form a 
three dimensional space and their partitioning using three 
fuzzy sets per input leads to the formation of 27 fuzzy rules. 
Each fuzzy rule has a different output thus giving us the 
ability to model 27 different blinking behaviors prior to the 
sleep onset. The final output/prediction of the system is 
calculated by combining the outputs of the fuzzy rules that are 
triggered by the eyelid activity pattern (LBD | Max interval | 
blinking rate) on real time. 

 
Fig. 14 A schematic of the FES premise space. Depending on which fuzzy 

rules are triggered by the eyelid activity pattern the output of the system is 
calculated in real time.  

 
For the training of the fuzzy system’s parameters data from 

30 drowsy drivers were used, namely the blinking history of 
the subjects and the timestamps of the accidents during the 
driving sessions.  

The method that was used for training was a real-coded 
genetic algorithm and the fitness function was chosen so as to 
maximize the correct predictions ratio and minimize the 
number of alarms so as to be as unobtrusive to the driver as 
possible [21]. Even though the training of the FES parameters 
with a GA takes a substantial amount of time that can reach 
one hour, once the parameters are trained the system generates 
its output instantly for online operation. Tests that were 
carried out during the workshop using this data led to a 
prediction accuracy of 80% for the training set of 30 drivers.  

The component was developed in C++ and was delivered in 
the form of a dll for integration. 

 

B. Discussion: tradeoffs and compatibility between ICARE 
and OpenInterface 
There is no direct 1-1 mapping between the ICARE 

component architecture and the implemented OpenInterface 
component architecture. Nevertheless we demonstrated the 
compatibility and feasibility of the approach. 

For the user’s state capture, the two implemented 
OpenInterface components define large components. The 
componentization as described in Figure 10 would have been 
a difficult task since the code is developed in Matlab. Matlab 
had been initially used for exploring solutions. For providing 
final components after a feasibility phase made in Matlab, it 
would be useful to fully redevelop the final version in C++. 
Moreover we did not define one component for each feature 
used in the image, as advocated by Figure 10, for efficiency 
reasons because this would involve duplication of the video 
stream input.  

For the output multimodal interface, we show the benefit of 
the ICARE approach, that is, that it allows us to quickly add a 
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new equivalent modality for selecting the output modalities 
within the meta User Interface and that it allows us to reuse 
components such as the Device component Loudspeakers for 
lexical feedback from the speech recognizer.  

More OpenInterface components could have been defined 
corresponding to the ICARE software architecture: this was 
not pursued simply due to time constraints.  

V. CONCLUSION 
By considering the case study of a driving simulator, we 

focused on designing a software component architecture for 
multimodal interfaces from the Human-Computer Interaction 
domain, and how to implement it using the OpenInterface as 
well as the ICARE platforms. The compatibility of the two 
platforms is evident since several ICARE components are 
encapsulated within one OpenInterface component.  

In future work, we first need to integrate the user’s state 
prediction component within the demonstrator. We also plan 
to define new OpenInterface components particularly for the 
developed output multimodal interfaces. Moreover new native 
OpenInterface connectors could be defined corresponding to 
the ICARE output composition components. This work has 
already been done for the input ICARE composition 
components although we did not use them in this case study.  

Moreover we would like to use new passive modalities for 
capturing the stress level of the user based on biological 
signals analysis. We are currently defining the corresponding 
OpenInterface components. We plan to integrate the stress 
level within our demonstrator as part of the meta User 
Interface for automatically selecting the output modalities in 
addition to allowing the user to select them.  

Finally we would be interested to perform some usability 
experiments and to study the benefit of our component 
architecture in quickly modifying multimodal interaction and 
retesting the interaction as part of an iterative user centered 
design method.  
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